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NEGATION AND CONTRADICTION

1 INTRODUCTION

Thenotion of fasity, denoted L, isfundamental in classical logic. If we have some
set of assumptions, and we use classical proof rulesto derive L, then thereis some
conflict in the assumptions. Let « and 4 denote two formulae, then the formula
a — (8 — L) expresses thefact that o and § arein conflict.

Inclassical logic, we can a so represent conflict by using anegation symbol. So
continuing the above example, we can represent the conflict between « and 5 by
the following statement, where I~ denotes the classical consequence relation.

{a} -0

In thisway, negation and falsity are inter-changeablein classicd logic. We can
view L as symbolising contradiction. Wecanread - (¢« — (8 — 1)) asa and 8
are contradictory — they are not acceptabl e together. Thisapproach isindependent
of whether L - « for an arbitrary «. L isviewed as an atom which should not be
derivable. Itisunwanted but it may be consistent in some logics.

To support our discussion, weassume | means ‘ contradiction’. We also assume
that - (o A 3) — L meansa and G arein ‘conflict’. When L F « holdsfor dl «,
then L is‘falsity’, ‘conflict’ means ‘inconsistency’.

In this paper, we explore the rel ationshi p between negation and contradiction, in
order to develop better techniques for handling inconsistent information. Intellec-
tua activitiesusually involve reasoning with different perspectives. For example,
consider negotiation, learning, or merging multiple opinions. Central to reason-
ing with different perspectivesistheissue of handling conflict and henceinconsis-
tencies. Yet our language for representing and reasoning with conflicts is under-
developed. We lack some simple concepts to describe the nature of alogica con-
flict. For example, suppose agent 1 states that « holds, and agent 2 states that —«
holds. What do we mean by conflict? What istherole of negation? Where doesthe
inconsistency reside? What reasoning can either agent conduct with the opposing
agent’s statement?

A particular problemisthat of the granularity of classical negation. For reason-
ing about contradictory information, classical negation, and hence classical incon-
sistency, istoo general. Suppose we have three sets of propositions A, I" and @,
and suppose A isclassically inconsistent with @, and I is classically inconsistent
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with ®. Wewould liketo know the * degree of inconsistency’ in each case. So does
A contradict ® ‘morethan’ I contradicts ®? Consider the following example.

EXAMPLE 1 Let A, T and ® bedefined asfollows, where«, 3, v and é are atoms.
A= {"Oé, _'6; -, _'6}

['={-a,p,,6}

¢ = {a,8,7,6}.

Here, thereisaclear criterion for claiming that A contradicts with @ more than I
contradicts with ®@: Since A has the complement of every litera in ¢, whereas I
only has the complement of onelitera in ®. Whilst thisis syntax sensitive, there
are applicationswhere we can attach equal significance to each of a set of literas.

For example, suppose A, B, and C are voters, each with equal significance, and
« means A votes ‘yes, -« means A votes ‘no’, and similarly 5 means B votes
‘yes, and soon. Then A, ', and ® represent different voting outcomes.

We attempt to address these questions in this paper. In the next section we for-
malize this notion of granularity by introducing notions of graded negation and
graded toleration. In subsequent sections, we devel op the notionand consider it in
thecontext of reasoning about conflictsin information and conflicts between differ-
ent viewpoints. We believe that negationisaconceptual building block that allows
us to understand more about conflictsin information.

2 GRADED NEGATION AND GRADED TOLERATION

We extend the classical propositional language with connectives for graded nega-
tion and graded tol eration, and extend the classical proof theory accordingly.

DEFINITION 2 Let € betheusual set of classical formulae. The language £ con-
tainsC. Furthermore, if o, 8 € £, then -, 3 isin L, and o, 3 isin L. The notation
-, iscalled graded negation. Thenotationo,, iscalled graded toleration. By —, 3,
we mean ‘« hegates ' and by o, 3, we mean ‘ « tolerates 5.

DEFINITION 3 Let A € (L), and o, 3,3 € L. Let F be classical conse-
guence relation which we extend as follows,

At = Biff At aand{aAB}F L

Intuitively, for A + =, 3, the formula —, 3 captures the information that the
inference « from A isin contentionwith /5. Thisprovidesa succinct representation
of the degree that A negates, or contradicts, 5. Graded negation says more than
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classical negationsince A F —,5 impliesA F a A —f3. Asacorollary of the
definition of graded negation, forany o € £,F —4—a — aandk -, — -«
hold. Also, =t L and L F -, T hold.

DEFINITION 4 Let A € p(L), and o, 3, -3 € L. Let I be classical conse-
guence relation which we extend as foll ows,

AFo,fiffAFcand{aAB} L

Intuitively, for A F o, f, the formulao,, 5 captures the information that thein-
ference o from A isconsistent with 3. Interesting axioms that we can derive from
the definitionsinclude the following.

AF—a8A-0y AbFou(BAY)
A'__‘a(ﬁ/\")') A'_Oozﬁ/\oofy

Al—ﬁa’y/\ﬁﬁ"y Al—o(aAﬁ)7

AE =ang)y AFouyAogy
AF 7@avp)? Al ogyVogy

AF oY \Y Y AF O(avﬁ)7

Ak ((Oaﬁ \% Oa7) A _‘aﬁ)
AF oyy

Though the following do not normally hold.
AF =BV a,0

Al oqavpy Akoa(ﬁ\/’y)
Al ogyVogy Al oafVouy

AR =yVogy AR -8V ey
AF=@vpy  AFa(aVy)

For convenience, weintroducethefoll owing notation for the conjunction of for-
mulae in a database.

DEFINITION 5 For A € (L), if A = {¢1,..,¢,}, then the symbol A isan
abbreviationfor ¢; A ... A ¢,,.

There is a symmetry in graded negation, and similarly graded toleration, be-
tween pairs of mutually inconsistent databases as follows.

AF =, LiffTF—5,A
AF o, TiffTF oo, A

We now consider the negation of graded negation and graded tol eration.
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DEFINITION 6 Let A € p(L£), and «, 3, o3, 704 B, € L. Let - beclassical
consequence rel ation which we extend as follows,

AF =, fiffAF-aor{aAF}H L
AF oo, fiffAF—-aor{aASB}F L
From this definition, we can obtain axioms such as the following.

AF =8  AFo,B
AF=o0,3 AF -0

_‘aﬁ \ _‘_‘aﬁ

So far we have considered graded negation and graded toleration on the right-hand
side of the consequence relation. However, we wish to also use it on the left-hand
side. The way we do thisis to assume that for a set of formulae on the left-hand
side of the consequence relation, the following hold.

o0, € Alisan abbrevigionfor AFaanda A G F L
-0 € Alisan abbreviagionfor AFaanda A G+ L.

These assumptions mean that some formulag, such as o,—« can never be on the
left-hand side.

Thelanguage of graded negation, and graded tol eration, can be used to represent,
and reason with, conflictsin information asillustrated by the following examples.

EXAMPLE 7 Suppose we want to capture statements such as ‘If 4 holds, then «
negates 5’ and ‘If « negates /3, then it must tolerate v’. We can represent these as
follows.

’y—>—|aﬁ

—aff = 0qY

EXAMPLE 8 Now supposewerepresent ‘ « tolerates 5 or « toleratesy’ by o, 5V
0a7, and '« negates 5 by —, 3. By using the definitionsfor graded negation and
graded toleration, we can derive useful inferences such as o,y from these two for-
mul ae.

Though the conseguence rel ation remai nsreflexive, supraclassical, transitiveand
monotonic, extending the classical conseguence relation with graded negation and
graded toleration is more than a conservative extension of classical logic: The ex-
tensionincorporates aform of satisfiability checking intothe object-level. Thishas
ramifications on the computational propertiesof thelogic.
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3 MINIMUM NEGATION AND MAXIMAL TOLERATION

We can find aminimum « for —,é for agiven database. Similarly, we can find a
maximal « for o6 for agiven database. Findingthese can be useful, asweshow in
section 4, for discussing the nature conflicts between sets of formulae. For this, we
extend the language with minimum negation and maximal toleration, as follows.

DEFINITION 9 If o, 8 € L, thens,8 and ®,3 arein £. The notation &, is
called minimumnegation, and 4., is called maximal toleration. We say that &, 5
is‘a minimally negates 7', and that ¢, is‘« maximally tolerates 3’ .

DEFINITION 10 For A € u(L£), and =46, 736,046,086 € L, thet relation is
extended as follows.

AF . biff[AF—6andVB [IfAF —géand - a — Fthen F G — «]]
AF @ biff[AFo,6andVi [if A ogbdand F § — athen F o — f]]

EXAMPLE 11 For A = {aABAv}, weobtan A b =, —(aV ), A F —~gpp=(aV
B), A F mansay=(aV B), A F Sgavg~(aV B), and A F @, (o V B).

Axioms for minimum negation and maximal toleration include the following.

AF Suy ASpy
AF 6.y

AF@y7V sy
A oqvpy

But axioms such as the following do not hold in general.

AF (8aB A7)
AF6.(BAY)

AF @u7V sy
AF Bavp)y

AF @oy A Dpy
Al @(a/\ﬁ)7

Thet consequencerelationissupraclassicdl, reflexive, and transitive. However,
symmetry does not hold in general for minimum negation or maximal toleration.
So for example, for A - o, andI' - ©3A, « isnot usualy equivaent to —4.
Also, the consequence relation is non-monotonic, as illustrated by the following
example.
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EXAMPLE 12 Suppose A F ©,6, Al —géanda = ghold: If AUT F =46
holds, then A t/ 6,6.

We use the term ‘ minimum negation’ because of the following result: If A
©a7 and A F &7 hold, thent o «— £ holds. However, we don't get the same
result for toleration. For example, consider T' = {—¢ vV =9}, and A = {¢ A ¢ }.
Here, A - @g4l'and A F @y I hold.

4 CONFLICTING VIEWPOINTS

A motivation, that we offered in the introduction, for positing these new forms of
negation wasto address i ssues of handling conflicts between different perspectives.
Let uscal any classically consistent subset of C aviewpoint. Weregard aviewpoint
asalogical representation of aperspective. In thissection we consider the situation
when the union of two, or more, viewpoints are classicaly inconsistent.

Suppose A and I' are viewpoints, where for some 5, A F g and I' = — hold.
For this situation, what do we mean by negation? Where does the inconsistency
reside? What reasoning can either agent conduct with the opposing agent’s state-
ment? Clearly, viewpoint A states the negation of viewpoint I'’'s statement, and
that this negation is symmetrical. Furthermore, for A - 6,1, the formula« in-
dicates the source of the problematical datain A. Note, if A U I" were consistent,
then therewould be no o suchthat A - &, T".

Using minimal negation, we can represent stages in the resolution of conflicts
between viewpoints. Suppose agent 1 has aviewpoint A, and agent 2 has a view-
point T, itisquitelikely that they cannot resolve their conflictsin one step. In other
words, they cannot find a A* and aI™* such that A* U I'* I/ L. This means the
agents are expecting to find aseries A1, ..., A, and I'y, ..., ', where the conflict
between them decreases. Asaresult thereisa sequence of inferences, where A is
AT isT, and An+1 U Fn+1 }7( L.

A F o, It Thikeg Ay

An '_ @anrn Fn '_ @ﬁnAn

Another aspect of thisincremental resolution of conflictsisthat the agents might
wish to keep the contents of their viewpoints secret. This might be so they can get
thebest compromise out of the conflict resolution. Inthisway, theonly information
each agent has about the agent’s viewpoint is that given by the minimal negation
statements. In thiscircumstance, theagentswoul d need to adopt some strategy such
as agreeing at each stage i, the formulae «; 1 and §;41 that are used in the next
minimal negation statements.
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5 CONFLICT ORDERING

To represent the rel ative weakenings of viewpoints, we can use the following def-
inition of a conflict ordering.

DEFINITION 13 For A, A* T € (L), , B € L, the conflict ordering, denoted
>, isdefined as follows.

A>p AYIf[ifTF o,Aand T F 65A* then B+ o]
A>p A*IfA*UT I L

We explain the conflict ordering as follows. Let & be a set of formulag, and let
¥ beaformulasuch that (1) they are mutually inconsistent,i.e., ® U {¢'} + L, and
(2) there is no formula weaker than « that isinconsistent with @ (i.e. thereisno
formular suchthatv - rand 7 I/ v and ® U {7} F L). Suppose we take an
inferentially weaker set of formulae ®*, sothat ® - &*, and ¢* I/ ®. To maintain
inconsi stency, we cannot take a weaker formulathan +, and indeed we may have
to take a stronger formula«:*, so that ¢* - + and ¢ I/ ¢*. In thisway, the higher
aset A; isintheordering >, themore A; conflictswith I'. Thisisillustrated by
the following example.

EXAMPLE 14 Consider the following databases.

I'={-aA-p}
A={e,f}
Al = {_'O[aﬁ}
Ay = {8}
ASZ {aaﬁa7}

From thiswe obtain the foll owing minimum negations and maximal tol erations
for['.

'k Goav-pA T'HF@BTA
I'F6.5A1 I'FdLoaA
Fl‘@_.ﬁAg 't ®dTAs
'k ©Goav-pAs '@, Az

Hence, A = Aj >r A = As.

In the above example, we can see that comparing theinference I’ F ©-4v-3A
withtheinference I' = ©-3A,, the strength of the minimum negation increases
from -« vV =3 to -3, asthe set of formulae A isweakened to A,. Inthisway, the
minimal negation needs to draw a stronger inference from I' in order to contradict
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Using the conflict ordering, we can identify weakenings of these viewpoints. So
wecanweaken A to A*, where A > A*, orwecanweakenT toI™, wherel’ >a
I'*, or weaken both. Thisthen decreases, or even eiminates, theinferencesthat are
in contention.

EXAMPLE 15 Consider the following sets.

Ay ={-a A=Ay}
Ay = {=B A7}
Az ={-}

[y ={anBAy}
[y = {a A B}

For these sets, two conflicting orderings are the following.
Al ZF1 AZ 2F1 AS
[y >a, I

So A; could beweakened to A5, and then As. This could then be followed by
I'; being weakened to I's. The viewpoints Az and I'; are not in conflict.

We can also handle multiple viewpointsin this approach. Consider A|T', ® €
p(L), suchthaa AUTU®F L, butAU®/ L, AUTH L,andT U/ L. For
this, we are interested in the following rel ationships, for some «, 5 and .

AF e, (TUu)

'k @@(A ud)

AFo,(AUT)
EXAMPLE 16 Consider A ={a V 8},T = {—a},and ® = {-5}. Here, we get
At Savp(TUP), T F 6,,(AU®),and® F ©-5(A UT). Furthermore, let
[* = {-a Va}. Henceweobtan I' >aue) I'*.

A conflict ordering >1- isreflexive, transitive, and non-linear. Though it is not
anti-symmetric. The minimum elements arethesets A; suchthat A, UI' i/ L, and
the maximum elements arethe sets A; such that A; - L.

6 USING CONSISTENT SUBSETS

We can consider weakenings of viewpointsin terms of maximally consistent sub-
sets of dataand minimally inconsi stent subsets of data, which we define bel ow.
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DEFINITION 17 Let A € (C), Con(A) = {T C A | T I/ L}, and Inc(A) =
{TCA|TF L}

MC(A) = {® € Con(A) | ¥ € Con(A) & ¢ W}
MI(A) = {® € Inc(A) | ¥ € Inc(A) ¥ ¢ &}

We call M I(A) theset of minimallyinconsistent subsetsof A, and M C(A) the
set of maximally consistent subsets of A.

If we weaken aviewpoint A to A* and aviewpoint I to ['* so that A* U T™
1, itisnot necessarily the case that A* U I'* isamaximaly consistent subset of
A UT. Furthermore, for A - &,1, a isnot necessarily amember of aminimally
inconsistent subset of A U T

However, if werestrict A and I' to containing only positiveand negativeliterals,
then we can identify a closer relationship. In this situation thereis only one mini-
mally inconsistent subset ® of A U I', and some maximally consistent subsets ¥,
LU, of AUT. SOAUT iISQUY U...UY,. For A+ 6,1, aisthedigunction
of theliteralsin A N ®. Similarly, for I' F 63 A, 8 isthe conjunction of literalsin
A N ¥,;, for some maximally consistent subset ¥, .

EXAMPLE 18 Let A = {a, S} and T = {=3,v}. Hence, the maximally consis-
tent subsetsof AUT are ®; = {a,v, 3}, and 5 = {«,v,—F}. The minimaly
inconsistent subset is {#, —F}. From thiswe obtain A = &3, A F @anpay L,
and A F @anya-pl.

In genera the relationship between using consistent subsets of the databases to
reviseaviewpoint, and consideringinferentially wesker viewpoints, isthat thelater
isfiner grained. For example, consider theviewpoint {—« Vv =3, 5} whichisincon-
sistent with . I1f wewanted to eliminate theinconsi stency, we could remove either
-« V- or § fromtheviewpoint. Alternatively, we could adopt afiner grained ap-
proach by for example weskening 5to 5V .

There are many open questionshere. A particularly important oneis what pos-
tulates (in the spirit of [10]) should we adopt for contracting viewpoints.

7 INCOHERENCE

In Sections 4 and 5, we considered conflicting pairs of databases or viewpoints.
Now, we consider inconsistency within an individual database.

Some kinds of inconsistent database seem worse than others. For example, if
someone i sinconsi stent on one topi ¢, but not inconsi stent on a number of other top-
ics, then theinconsistency islocalized, and they arein genera coherent. Wheress,
someone who isinconsistent on a number of topicsis less coherent. Worse still is
someone who isinconsi stent on a number of inter-related topics.
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Consider thedatabase A} = {a A—3, a A B, ma A S, ~a A=}, Thisdatabaseis
totally incoherent, in the language made-up from the atoms {«, 5}, since any pair
isinconsistent. A database issaid to be n-incoherent if every nformulaefrom A is
inconsistent. The database A is 2-incoherent.

The focus of incoherence in a database is the minimally inconsistent subset of
the database. The greater the proportion of the database that is in the minimally
inconsistent subset, the greater the degree of incoherence.

Givenan inconsi stent database, it may bedesirabletoincreasethecoherence. To
do this, we have choices. For example, consider A = {«a, vy, — 5,7 — =6,7 —
8, « — ¢}. Thisdatabase isinconsistent. « and v are in conflict. However, § and
e follow from « and -y without the use of inconsistency. One can compromise by
letting 6 and ¢ remain in the database irrespective of what we take out to maintain
consistency [7].

Another way of increasing coherenceisto turn botha — g andy — —f into
defeasible rules. Now we cannot deduce 3 nor —3 because neither has aclear un-
defeated proof. This approach — making the particpants defeasible — is due to
Sanjay Modgil [13] — and is compatible with ideas about prioritizing formul ag so
as to resolve conflict. If we make a statement more defeasible according to how
contradictory it is, we can use thisinformation to decide which participantsto ig-
nore. Thus, if we extend A with {a« — ¢,7 — -4}, then « particpatesin two
proofs for a contradiction. This makes v more preferred than « and é more pre-
ferred than e.

The ordering among inconsi stencies may be externally imposed. Imaginean in-
consistent database I' isdividedintoseveral sectionsI'y, I's, I's, .... thoughnot nec-
essarily digoint. These maybe divided by topic, source, time, period, hypothetical
or real world, or so on. Depending on how we split I', we can increase coherence
inat least some subsets. An extreme caseisto put al of theminimally inconsistent
data into one exclusive section.

We now haveto decide how to allow deductionsfrom combinationsof these sec-
tions. We may for example have a dominance ordering over them — so that if I';
dominates I';, then formulae in I'; have to be included in I'; but not necessarily
viceversa. To illustrate, Members of Parliament in the UK need to resign if they
arepersonnally bankrupt. So an inconsistency inonedatabase— their persona life
— dominates another database — their political life.

Even though we can increase coherence by considering splitting adatabase into
several sections, we may also need to have constraints on this division. We may
need to force inconsistency in a particular section if there is an inconsistency in
some combination of the other sections. For example, if a person is dishonest in
their business life, then you might till consider that person honest with friends.
However, if also know that person is unfaithful in their marriage, then you might
wish to consider that they areinconsistentin other spheres of their life such astheir
friendships.
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There are anumber of choicesfor formalizing the way that formulaein one sec-
tion can influence another. Alessandra Russo has studied some optionswhere each
section is repesented by a possibleworld in modal logic [15].

8 DISCUSSION

It is becoming more widely acknowledged that we need to develop more sophisti-
cated means for handling inconsistent information. A better understanding of the
notion of negation, and its relationship to contradiction, isimportant for thisgoal.

There have been a number of other approaches to addressing issues of incon-
sistency in data. First, there are the paraconsistent logics (for example [6; 1; 3])
that support weaker-than-classical non-trivial reasoning withinconsistent informa-
tion. But these really only ignore inconsistency. They don't offer machinery for
analysing the nature of the inconsi stency.

Then there are truth maintenance systems [11; 8] and non-monotonic reasoning
systems (for reviews see[4; 5] which assume some of theinformationisspecified as
defeasible, and the system then identifies plausible inferences on thisbasis. Again
they don't offer machinery for analysing the inconsi stency.

Modal logic, inparticular epistemiclogics(for review see[12]), aremoreclosely
related to theaim of providing alanguagefor representing and reasoning with con-
flicts between viewpoints. However, they don't providethe language for capturing
the ‘ degree of inconsistency’ between viewpoints.

Alsorelevant arelogicsthat reason with maximally consi stent subsetsof thedata
(for example [14; 2; 9]. These qualify inferences, so for example, inferences that
follow from all maximally consistent subsets are preferred to inferences that only
come from some maximally consistent subsets. However, these also don't provide
meachinery for analysing inconsi stencies between viewpoints.

Finally thereisbdlief revisiontheory [10]. Thisfocusses on updating a database
with a formula, where to maintain consistency, some of the database may have to
be rejected. Hence, this doesn’t address the needs of reasoning with conflicts, and
in particular conflicts between viewpoints.

In conclusion, this paper offers ways in which we can develop machinery for
handling different kinds of conflict in contradictory information. All this has been
based on the classical notion of negation and contradiction.
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GRAHAM PRIEST

WHAT NOT?
A DEFENCE OF DIALETHEIC THEORY OF
NEGATION

1 INTRODUCTION

The primary concern of logicis inference; and in particular, the question of what
constitutes a valid inference. In investigating thisissue, a certain class of notions
has always appeared to be of crucial importance. We now call them logical con-
stants, though they have been called by different names at different times. (For
example, they were called syncategoremata by medieval logicians.) Much of logic
has therefore been devoted to an analysis of these notions. Historically, the most
contentious have been the quantifiers and the conditional. Consensus concerning
theformer has been achieved thiscentury, dueto thework of Frege and others. The
debate concerning the latter shows no similar sign of convergence.

Amongst the logicd constants, negation is, perhaps, the most crucial, dealing
asit doeswith acertain polarity of thought, without which there could, some have
thought, be no thought—or inference—at al. Historicaly, its behaviour may not
have been terribly contentious. At least until this century. During this, our under-
standing of logicd structureshas become sharper and more profound by an order of
magnitude that is historically unheard of; and this has allowed logicians to reflect
on, and question, many traditional assumptions about the behaviour of negation.
Two movements, in particular, stand out in this context: intuitionismand paracon-
sistency; the former can be seen as challenging the law of excluded middle; the
latter as challenging the law of non-contradiction.

For these reasons, the nature of negation isacontemporary question that isboth
important and difficult. In thisessay, | want to addressit and suggest a didetheic
answer.!

2 NEGATION OR NEGATIONS?

How, then, does negation behave?? Thereisa short way with thisquestion. There
isno such thing as negation; there arelotsof different negations: Boolean negation,

1 Sainsbury [24, p. 142], discernsa challenge for dialetheism: to providean account of what under-
standing negationinvolves. | hopethat this essay goesareasonableway towardsmeeting that challenge.

21 will concern myself only with propositional negation, though this fits into amuch broader family
of negative constructions. See Sylvan, [28].
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i ntuitionist negation, De Morgan negation. Each of these behavesaccording toaset
of rules (proof-theoretic or semantic); each is perfectly legitimate; and we are free
to use whichever notion we wish, aslong aswe are clear about what we are doing.
If thisisright, thereis nothing left to say about the question, except what justifies
usin categorising a connective as in the negation family. And | doubt that thereis
anything very illuminatingto besaid about that. Virtually every negation-likeprop-
erty fails on some account of a connective that is recognisably negation-like: the
law of excluded middle, the law of non-contradiction, double negation, De Mor-
gan’slaws, contraposition, and so on. All we are left withisafamily-resemblance
whose fluid boundaries are largely historically determined.

I do not think that theanswer isright, however. It makes anonsense of too many
important debatesin the foundationsof logic. Doubtless, philosophical debates do
rest on confusion sometimes, but questions concerning the role of negationin dis-
courses on infinity, self-reference, time, existence, etc., are not to be set aside so
lightly.

At the root of this kind of answer is a simple confusion between a theory and
what it is atheory of .3 We have many well worked-out theories of negation, each
with its own proof-theory, model-theory and so on. And if you call the theoretical
object constituted by each theory a negation, then, so beit: there are many nega-
tions. But this does not mean that one can deploy each of these theoretical objects
at will and come out with the correct answer. The theoretical object has to fit the
real object; and how this behaves is not a matter of choice.

A comparison with geometry may be helpful here. There are, in a sense, many
geometries. Each hasitsown well defined structure; and, as an abstract mathemat-
ical structure, isworthy of investigation. But if we think of each geometry, not as
an abstract mathematical structure, but, suitably interpreted, as a theory about the
spatial (or spatio-temporal) structure of the cosmos, we are not free to choose at
will. The theory must answer to thefacts—or, if oneisnot aredlist, at least cohere
in the most satisfactory way with the rest of our theorising.

There isaways an extreme conventionalist line to be run here. One might say,
as Poincaré [12] did, that we are free to choose our geometry at will, e.g. on the
grounds of simplicity, and then fix everything else around it. Similarly, we might
insist that we are free to employ a certain notion of negation and make everything
elsefit. But such alineis not only philosophically contentious, but foolhardy, at
least in advance of agood deal of further investigation. The tail may end up wag-
ging adog of a considerable size. For example, as Prior [20] pointed out a long
time ago, we can determine to use a connective * (tonk) according to the rules of

3 See Priest [14, Ch. 14]. The confusion is manifested by, e.g. Quine[21, p. 81] when he complains
that someone who denies ex contradictione quodlibet just doesn’t know what they are talking about,
since changing the laws is changing the subject. A similar confusion is apparent in those who argue
that someonewho suggests adopting a non-classical logic wantsto reviselogic, i.e. correct reasoning.
Such aperson need only be suggesting arevision of atheory of logic, not logicitself. Onecannot simply
assumethat classical logic getsit right. That's exactly what is at issue here.
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inferencea - ax fand o * 3 F 5. But the cost of thisisaccepting that if anything
istrue, everythingis!

3 CONTRADICTORIES

We see, then, that asimplevoluntarismwith respect to negationisunsatisfactory. If
itisto beapplied, an account of negation must be considered not just as an abstract
structure, but as a theory of something, just as a geometry is atheory of physical
space. And thiswill put substantial constraints on what an acceptable account is.

The next question iswhat, exactly, an account of negationisatheory of. Itisnat-
ural to suggest that negation is a theory of the way that the English particle ‘not’,
and similar particlesin other natural languages, behaves. This, however, isincor-
rect. For astart, ‘not’ has functionsin English which do not concern negation. For
example, it may be used to reject connotationsof what issaid, though not itstruth,
asin, for example, ‘| am not hiswife: heis my husband’.*

Moreimportantly, negation may not be expressed by simply inserting ‘not’. For
example, the negation of ‘ Socrates was mortal’ may be * Socrates was not morta’;
but, as Aristotle pointed out (De Interepretatione, ch. 7), the negation of ‘Some
man ismorta’ isnot * Some man isnot mortal’, but ‘No man ismortal’.

These examples show that we have agrasp of negationthat isindependent of the
way that ‘not’ functions, and can use thisto determinewhen ‘ notting’ negates. But
what isit, then, of which we have a grasp? We see that there appears to be arda
tionship of acertain kind between pairssuch as‘ Socratesismortal’ and * Socratesin
not mortal’ ; and * Someman ismortal’ and ‘ No manismortal’. Thetraditional way
of expressing the relationship is that the pairs are contradictories, and so we may
say that the relationship isthat of contradiction. Theories of negation are theories
about thisrelation.

Asusua intheorisation, we may reach astate wherewe haveto reassessthesitu-
ation. For example, it may turn out that there are severd distinct rel ationshipshere,
which need to be distinguished. But at least thisis the data to which theorisation
must (and historically did) answer, at least initially.

Having got thisfar, the next obviousquestion iswhat the relationship of contra-
diction is a relationship between: sentences, propositions, some other kind of en-
tity? There are profound issues here; but, asfar as| can see, they do not affect the
question of negation substantially. For any issue that arises given one reasonable
answer to this question, an equivalent one arises for the others. So | shall smply
call the sorts of thing in question, non-commitally, statements, and leave it at that.

4See, e.g. Horn [9, pp. 370ff].



104 GRAHAM PRIEST

4 THELAWS OF EXCLUDED MIDDLE AND NON-CONTRADICTION

So if « isany statement, let —« represent its contradictory. (Contradictories, un-
like contraries and sub-contraries are unique—at least up to logical equivalence.)
What rel ationships hold between these? Traditional logic and common sense are
both very clear about the most important one: we must have at least one of the pair,
but not both.? It is precisely thiswhich distinguish contradictories from their near
cousins, contraries and sub-contraries. If we have two contraries, eg., ‘ Socrates
was black’ and * Socrates was white€', it is necessarily fa sethat Socrates was black
A Socrates was white; but it is not necessarily false that Socrates was black v
Socrateswaswhite. Dually, if we have two subcontraries, e.g., * Socrateswas under
2m. tall’ and * Socrates was over 1m. tall’, it is necessarily false that Socrates was
under 2m. tall v Socrates was over 1m. tall, but not necessarily true that Socrates
was under 2m. tall A Socrates was over 1m. tall.

This fact about contradictories obvioudy gives immediately two of the tradi-
tional laws of negation, the law of excluded middle (LEM), « V —«, and the law
of non-contradiction (LNC), —(a A —«).% (Note that the LNC, unlike the LEM,
is not only aprinciple about contradictories, but isitself anegative thesis. Thisis
important, and we will return to it later.) Now, maybe the traditional claim about
contradi ctories—and consequently thesetwo laws—iswrong; but it would certainly
seem to bethe default position. The onus of proof istherefore on those who would
disputeit.

Disputation comes from at least two directions. Thefirst isthat of some (though
not al) paraconsistent logicians. Theargument hereisthat some contradictoriesare
bothtrue, i.e., for some #swehave 3 A = 3. We do not, therefore, have —(5 A —f3).
We will look more closdly at thefirst part of thisargument later. For the moment,
just note that if it is correct, it undercuts the second part of the argument (at |east
without some further considerations). For if some contradictionsare true, we may
well have both 3 A =3 and —(5 A =3). Hence, the fact that some contradictions
are true does not, of itsalf, refute the LNC (at least in the form in question here).

The second direction from which one might dispute the traditional characteri-
sation isthat of some logicians who suppose there to be sentences that are neither
true nor false, notably intuitionistlogicians. The argument hereisthat if « isnei-
ther true nor false, so is —«a. Hence, assuming that digunction behaves normally,
a V —a isnot true.” The claim that certain statements are neither true nor false
is clearly a substantial one. The claim that digunction behaves normally is aso
challengeable. (If we give a supervaluationist account, o V —a may be true even

5 Classically, these facts actually characterise contradictories up to logical equivalence. This, how-
ever, ismoot. If 3 satisfiesthe conditionsO—(« A 8) and O(a Vv 3), and -y is any necessary truth, then
so does 3 A ~y; but 8 doesnot entail 3 A ~ unless one identifes entailment with strict implication.

6 expressthelawsin theform of schemas. | will uselower case Greek letters schematically through-

out this essay.
71f conjunction behaves normally, the LNC may also fail for truth-valueless sentences.
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though each disunct fails to be so.) However, we need discuss neither of these
issues here. For from the present perspective there is an obvious objection. If —
behaves as suggested, it is not a contradi ctory-forming operator at all, but merely
a contrary-forming one. Thiswould seem particularly clear if we consider thein-
tuitionist account of negation. According to this, -« istrue (= assertable) just if
thereis a proof that there is no proof that «. Thisis obviously acontrary of «.®

A genuine contradictory-forming operator will be one that when applied to a
sentence, «, covers all the cases in which « is not true. Thus, it is an operator,
-, such that —« istrueiff « is either false or neither true nor false. (In English,
such an operator might be; it isnot the case that.) For thisnotion, which istherea
contradictory-forming operator, the LEM holds.

Those who believe in ssmple truth-val ue gaps would seem to have littlereply to
thisobjection. Theintuitionist doeshave areply to hand, however. They can argue
that acontradi ctory-formingoperator, astraditionally conceived, literally makes no
sense.’ The argument is afamiliar one from the writings, notably, of Dummett.'°
Innuce, itisasfollows. If anotionis meaningful there must be something that itis
to grasp its meaning. Whatever that is, thismust be manifestable in behaviour (or,
the argument sometimes continues, the notion would not belearnable). But thereis
no suitable behaviour for manifesting a grasp of a connective satisfying the condi-
tionsof aclassica contradictory-formingoperator. In particular, wecannot identify
the behaviour as that of being prepared to assert —« when (and only when) « fails
to betrue. For thisstate of affairs may well obtain when thereisno principled way
for usto be able to recognise that it does.

There are subtle issues (and a substantial body of literature) here. And to dea
with them satisfactorily would reguire taking up a disproportionate part of thises-
say. But let me at least say something about the matter. For astart, | do not see why
the grasp of a notion must be manifestable. There is no reason why, in generd,
certain notions should not be hard-wired in us. If, for example, there is a Fodor-
style language of thought,'! it is quite natural to suppose that single-bit toggling
is a primitive operation. One might even tell an evolutionary story as to how this
came about: itis the simplest and most efficient mechanism for implementing the
polarity of thought. In particul ar, then, acontradictory operator does not haveto be
learned; itsuseis merdly triggered in us by certain linguistic contexts, in much the

8 Most perspicuously, consider the embedding of intuitionist logic into S4 wherethe modal operator
O isconsidered asaprovability operator. Then -« istranslatedinto O—-at (whereat isthetrandation
of «). In other words, —« isintuitionistically trueiff the negation of « is provable.
® They might even suggest that =7 (o) — T (—«) is perfectly acceptable provided the negationin
the antecedent is understood as intuitionist negation. But thisis highly problematic, for it leaves them
no way of expressing their view concerning instances of the Law of Excluded Middle that fail: if o
is undecided, one can no longer say that o V -« isnot true, let alonefalse, since =71 (o V —a) now
entailsT' ("Q A —|—|Oz>.
10 See, e.g. Dummett [4], esp. pp. 224-5 of the reprint. A somewhat different argument is explained
and dispatched in Read [22, pp. 220-230].
11 See Fodor [6].
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same way that the categories of universal grammar are, according to Chomsky.!?

But even granting that the grasp of a notion must be manifestable, | do not see
why it must be manifestable by anything as strong as the argument requires (which
is, | agree, impossible). In particular, it can be manifested by being prepared to as-
sert —« when in apositionto recognise that « failsto betrue, and refusing to assert
it when in aposition to recognise that « istrue.!3 It could well be suggested that
such a manifestation would not be adequate. There will be many cases where we
are not in a position to recognise either. People could therefore manifest the same
behaviour whilst disagreeing about how to handle new cases when these become
recognisable, and so meaning different things. Thisistrue. But if the people not
only behave as suggested, but a so manifest adispositionto agree on new cases, this
is sufficient to show (if not, perhaps, conclusively, then at least beyond reasonable
doubt) that they are operating with the notionin the same way. In just thisway, the
fact that we are al prepared to apply, or refrain from applying, theword ‘ green’ to
hitherto unseen objects when they come to light, shows that we all mean the same
thing by theword. Thisisessentially what foll owing an appropriate rule comes to,
in Wittgensteinian terms.!*

Thereismuch moreto besaid here. But if the onusof proof ison an intuitionist,
as it would seem to bein the case of a contradictory-forming operator, | know of
no argument against the LEM that | find persuasive. (That one can tell a coherent
epistemol ogi cal/metaphysical intuitionist story is not at issue.)

Before we leave the LEM it is worth noting that the fact that for every pair of
contradictoriesonemust betrue (period), doesnot entail that for every situationone
of each pair must betrueof it. If onethinksof asituationaspart of theworld, thenit
may well be argued that neither of apair of contradictories need betrueof it. Thus,
consider the situation concerning my bike. It may be the case that neither ‘ Gent
isin Belgium' nor ‘Gent is not in Belgium' is true of this situation. See Restall
[23]. The question of whether or not one needs to consider partial situations, as so
conceived, isimportant in discussions of the semantics of conditionals. But since
conditionality is not the issue here, | will discuss the matter no further.

5 TRUTH AND FALSITY

So far, we have met two of the classical laws of negation, LEM and LNC. A third,
the law of double negation (LDN) is simply derivable. The relationship of being
contradictoriesis symmetric. That is, if 5 isthe contradictory of «, then « isthe
contradictory of 3. In particular, « isthe contradictory of —«. Hence, ——a justis
.

12 See, e.g., Chomsky [3].

13 A different suggestion, though not one | would make, is that an understanding can be manifested
by using classical logic. This raises quite different issues.

14 See Philosophical Investigations, Part I, esp. sections 201-40.
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We are now in a position to look at another important festure of negation: its
truth conditions. To do thiswe will need a definition of falsity. Let usdefine ‘« is
false’ to mean that —« istrue. Thisis not the only plausible definition; one might
also defineittomean that « isnot true. It may turn out that these two definitionsare
equivalent, of course. However, to assume so here would be to beg too many im-
portant questions. And the present definitionisonethat all parties can agree upon,
classical, intuitionist and paraconsi stent.

The definition of falsity assures us that —« istrueiff « isfalse. Dualy, -« is
faseiff -« istrue (by the definition of fasity) iff « istrue, by LDN. Hence, the
traditional understanding of the relationship between truth and fasity falls out of
the understanding of negation as contradiction, and the definition of falsity.

Two more of the classical laws of negation, the Laws of De Morgan (LDM), can
now also be dealt with. These involveconjunction and digjunction essentially; and
so we need to make some assumption about how they behave. Sincethisisnot an
essay on conjunction/disjunction, thisdoes not seem the place to discussthe matter
at great length. For present purposes, let us suppose that they behave as tradition
says they do: aconjunctionistrueiff both conjuncts are true, and false iff at least
one conjunct isfalse. The conditionsfor disjunction are the obvious dual ones.

One of De Morgan’s Laws is the equivalence of =(« A 3) and —a V =3. This
can now be demonstrated thus: —(« A §) istrueiff a A g isfaseiff o isfaseor 3
isfaseiff ma istrueor =g istrueiff —a vV =g istrue. Dudly, —=(a A §) isfalseiff
a A gistrue(LDN)iff « and § aretrueiff -« and -5 arefase (LDN) iff ma Vv =43
isfalse. The other of De Morgan’s Laws is an equivalence between —(« Vv ) and
-« A =3, and can be verified by asimilar argument.

The connection between negation and the conditiona is more difficult to dedl
with, but thisisbecause the conditional isitself morecontentious. Indeed, theclaim
that there are different kinds of conditional (entailments, causal conditionals, in-
dicative conditiona s, subjunctive conditionals) iswell known; some of these dis-
tinctions are well motivated; and negation may well interact with different condi-
tionasin different ways. A minimal conditionfor a conditional of any kind would
seem to be that it preserve truth in an appropriate way from antecedent to conse-
guent. From this, it followsthat modus ponens, o, « — 5+ 3, isvalid. The most
important question concerning aconditional inthe present context iswhether it pre-
serves fasity in the reverse direction. For some conditionals, at least, thiswould
seem to fail, as, e.g., Stalnaker and Lewis have argued.!®> Andif o — 3 failsto
preserve falsity backwards, =3 — —a will fail to preserve truth forwards, and so
will not betrue. Thelaw of contraposition(LC), « — g+ =3 — =« isnot, there-
fore, to be expected to hold for an arbitrary conditiona. Of course, there may well
be conditiona swhich do preserve falsity in the appropriate way; in fact one can
aways define one, =, inasimplefashion: o = gisjust (o« — 8) A (- — —a).
For such conditional s contraposition will hold.

15 Seg, e.g., Stalnaker [27], Lewis[10]. See also Priest [14, 6.5].
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In this section, | have talked of truth. | have said nothing about truth-in-an-
interpretation, asrequired, for example, for amodel-theoretic account of validity. It
isimportant to distinguish these two notions, for they are often confused. The first
isaproperty (or at least a monadic predicate); the second is a (set-theoretic) rela-
tion. Itisnatura enough to supposethat truthisat least coextensivewithtruth-in-g,
where ¢ is some one privileged interpretation (set). And this may provide a con-
straint on the notion of truth-in-an-interpretation. But it, even together with an ac-
count of truth, ishardly sufficient to determineatheory of truth-in-an-interpretation.
It does not even determine, for example, how to conceptualise an interpretation. So
how are an account of truth-in-an-interpretation, appropriatefor the connectiveswe
have been discussing, and a corresponding model -theoretic notion of validity, to be
formulated? The details of thisare a bit more technical than the rest of this essay,
and | will defer them to an appendix: the rest of the material does not presuppose
them.

6 TRUTH AND CONTRADICTION

Starting with aconception of negation as acontradictory-formingoperator, we have
now validated five standard laws of negation (LEM, LNC, LDN and thetwo LDM),
and a sixth (LC) in certain contexts. We have hardly settled all the central issues
concerning negation, however.

It is common to distinguish between the LEM and the Principle of Bivalence:
every gatement iseither trueor false.!® Though these are natural mates, either can
hold without the other, given the right account of other things. Similarly, we need
to distinguish between the LNC and what | will cal, for want of abetter term, the
Principle of Consistency: no statement is both true and false. Again, though these
are natural mates, it is quite possible to have one without the other. In particular,
as | have already observed, the fact that every instance of —(a A —«) istrue does
not, on its own, prevent some instances of « and —« from being true. So what is
one to say about the Principle of Consistency? Thisisthe next issue that needs to
be addressed.

The traditional view endorses this Principle. But the traditional view has been
called into question by some paraconsistent logicians, who assert that some con-
tradictions are true, dialetheists. The case for thisisalong one, and, likethe intu-
itionist case against classical negation, istoo long to take up in detail here; but let
me say alittle.!”

Many exampl es of dial ethei as have been suggested, but the most impressive ones
are those generated by the paradoxes of self-reference. Here we have a set of ar-
guments that appear to be sound, and yet which end in contradiction. Prima facie,
then, they establish that some contradictions are true. Some of these arguments

16 See Haack [8, p. 66f].
17The caseis madein Priest [14].



