Chapter Seven

Continuity, Derivatives, and All That

7.1 Limits and Continuity

Let x,1 R"and r>0. The set B(a;r) ={x1 R"™|x- a|<r}is called the open
ball of radius r centered at x,. The closed ball of radius r centered at X, is the set
B(a;r) ={xT R™|x- al£r}. Now suppose DI R". A point al D is called an
interior point of D if there is an open ball B(a;r)1 D. The collection of all interior
points of D is called the interior of D, and is usually denoted intD. A set U is said to be
openifU =intU.

Suppose f:D® RP ,where DI R" and suppose al R" is such that every
open ball centered at a meets the domain D. If y1 RP is such that for every e> 0, there
isad> 0sothat| f(x)- y|<e whenever 0<|x- a|<d , then we say thaty is the limit of

fata. This is written
limf(x) =y,
and y is called the limit of f at a.

Notice that this agrees with our previous definitions in case n =1 and p =1,2, or 3.

The usual properties of limits are relatively easy to establish:

lim(f (x) +9(x)) =lim f(x) +limg(x) , and

le@n;af(x):alxlg;f(x).

Now we are ready to say what we mean by a continuous function f:D® RP",

where D1 R". Again this definition will not contradict our previous lower dimensional
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definitions. Specifically, we say that f is continuous at al D if Ii®m f(x)="f(a). Iffis

continuous at each point of its domain D, we say simply that f is continuous.

Example

Every linear function is continuous. To see this, suppose f:R" ® RP" is linear
and al R". Lete>0. Now let M =max{|f ()}| f(&)l....| f (e, )} and let d :%.

Then for x such that 0<|x- al|<d, we have

[T(x)- T@I=IT (& +X.8,+..+%,&)- f(ae +ae,+. +a,6)l
=(x, - a) fe)+ (% - a,)f (&) +..+(x, - &) f(e)]
Elx - allf (@)FIX; - allf(e)k..+Ix, - allf (&)l

£ (% - alt]% - alt..+x, - a,) M
£n|x- a|M
<e

Thus Ii®m f (x) = f(a) and so fis continuous.

Another Example
I XX, 2 w21
Let f:R*® R be defined by f(x)= f(xvxz)::'—xf vl for x; + X3 O.
t 0, otherwise

Let’s see about éi{g]m f(x). Let x =a(11l). Thenforalla * O, we have

2

f(x)=f(a,a)=

1
az+a? 2
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Now. let x =a(10) =(@,0). It followsthatall a * 0, f(x)=0. What does this tell

us? It tells us that for any d > 0, there are vectors x with 0<|x- (00)|<d such that

f(x) =% and such that f(x)=0. This, of course, means that ngi(rpo) f (x) does not

exist.

7.2 Derivatives
Let f:D® RP,where DI R",and let x, 1 intD. Then fis differentiable at

X0 if there is a linear function L such that
lim—[f +h f L(h)] =0
h' o|| |[ (Xo )' (Xo) - ( )] :

The linear function L is called the derivative of f at x,. Itis usual to identify the linear
function L with its matrix representation and think of the derivative ata p° n matrix.

Note that in case n = p = 1, the matrix L is simply the 1" 1 matrix whose sole entry is the
every day grammar school derivative of f .

Now, how do find the derivative of f? Suppose f has a derivative at x,. First, let

h=te, =(00,...,0,1,0,...,0). Then

1,065 e Xy s )0

©f (X %, X +t,...,x )Y
FOXHR) = (X, X0 X, +E,, %) =€ 20X “)‘J,
¢ G
e u
afo (X0 XX+, %)

and
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oY)
éen, my, mmﬁ ﬁmljtg
Lh= Smu m, Mo & 01— g“zjtu
3 EiTe iy
é e.ua é .0
gy My, my, A% dMity

where X, = (X, X,,...,X,), etc.

Now then,

1
l—hl[f(xo+h)- f(%,) - L(h)]

0, %o X %) - Fi(X, X X)) - Myt
_ 185 (X, X X+, %) = B0, X %) - Myt
=6 : .

gfp(xl,xz,...,x‘. +t,%) - Fo (X X0 %,) - myth

é (X, X5 X 1., X) - fl(xl,xz,...,xn)_

é t M,
) af(X %, X+ X ) - (X%, %) m,
B t "G

éfp(xl,xz,...,xj +t,...,%)- fp(xl,xz,...,,x])_ m U

e t ng

Meditate on this vector. For each component,
lim FOX % 50X 1 X)) = (KXo X))
t

®0 t

_d
= d_sfi(Xl’XZ""’S“”X“)s:X-

J

This derivative has a name. It is called the partial derivative of f, with respect to the j™
variable. There are many different notations for the partial derivatives of a function

9(X;,X,,...,%,). The two most common are:
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g, (X, %5500, %)

T
Eg(xl,xz,---,xn)

The requirement that Ll@ﬁglim[f (%o +h) - f(X,)- L(h)] =0 now translates into

1
m _W’

and, mirabile dictu, we have found the matrix L !

Example

‘R2® R2 he gi _ €3%,8nX, U . _
Let f:R°® R” begivenby f(x.%)=a , >(q- Assume fis differentiable
X + X X530

and let’s find the derivative (more precisely, the matrix of the derivative. This matrix will,

of course, be 2° 2: L = M mlzz. Now
am, m
1 2 U

f (%,%X,) =3x snx,, and
F (% %) = X7 + X%

Compute the partial derivatives:

=a

—= =3sinx,
Xl

i ’

—2 = 3%} +X;

x,
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and

L = 3X, COSX,
1,

1,

—< =2X X

™, X X,

The derivative is thus

L = é3sinx, 3x,C0sX,U
- 2 2 u
g3x1 +X; 2X1X2 u

We now know how to find the derivative of f at x if we know the derivative exists;
but how do we know when there is a derivative? The function f is differentiable at x if the

partial derivatives exist and are continuous. It should be noted that it is not sufficient

just for the partial derivatives to exist.
Exercises

1. Find all partial derivatives of the given functions:

a) f(xy) =x?y? b) f (X ,2) = x*yz+zcos(xy)
X, sin(e*
C) (X, X5, X3) = XX, X5 + X, Dh0q, X, Xar %) = SXZTXA].)

41 3 2
2. Find the derivative of the linear function whose matrix is g E
&2 7 0Oy

3. What is the derivative a linear function whose matrix is A ?
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4. Find the derivative of R(t) = costi +sintj +tk.
5. Find the derivative of f(x,y) =x?y?.
6. Find the derivative of

e xX%+te® u
R o
& log(x, +x3)U

F (%, %, %) =

e X, u
e 2 1]
€ XXzt S u

7.3 The Chain Rule

Recall from elementary one dimensional calculus that if a function is differentiable
at a point, it is also continuous there. The same is true here in the more general setting of
functions f:R" ® RP. Let’s see why this is so. Suppose fis differentiable at a with

derivativeL. Let h=x- a. Then Ii®m f (x) :Ihlg(]) f(a+h). Now,

éf(a+h)- f(@)- L(h)u
g N i

f(a+h)- f(a)=|n| - L(h)

Now look at the limit of this as |[hH® O:

imef@+h) - f@)- Liu_

h® 0 Ih| Y

0

7.7



because f is differentiable at a, and lI1|®n(')| L(h) =L (0) =0 because the linear function L is
continuous. Thus Li@rgl(f (a+h)- f(@)=0,or Ll@ﬂg f(a+h)=f(a), whichmeans fis
continuous at a.

Next, let’s see what the celebrated chain rule looks like in higher dimensions. Let
f:R"® RP and g:R? ® RY. Suppose the derivative of fat a is L and the derivative of
gat f(a) is M. We go on a quest for the derivative of the composition go f:R" ® R
ata. Letr=gof ,andlookat r(a+h)-r(a)=g(f(a+h))- g(f(a)). Next, let

k=f(a+h)- f(a). Then we may write

r@+h)-r(@)- ML(h)=g(f(a+h)- g(f(a)- ML(h)
=9(f (@) +k)- g(f (@))- M(k)+M(Kk) - ML(h).
=9(f(@)+Kk)- g(f (@)- M(k)+M(k- L(h)

Thus,

r@+h)-r(@-ML(h) _ g(f(a)+k)- g(f(a)) - M(k) +M(k- L(h)
|h| h| ||

)

Now we are ready to see what happens as |h® 0. look at the second term first:

immE L0y & @) - F@)- LM
h®0 I h® 0 T p
=M(0) =0

= @a+h)- f(@)- L(WO,
| g

=M (lim
h® 0

since L is the derivative of f at a and M is linear, and hence continuous.

Now we need to see what happens to the term

|
he

im gﬂ(f (@ +k) - 9(f(a) - M(k)o
0 In| o
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This is a bit tricky. Note first that because f is differentiable at a , we know that

[kl _[f(a+h)- f(a)

I Ih|

behaves nicely as |® 0. Next,

i @8 @)+ K)- g(f (@) M(K) Ik

o & T I
i ge;(f(awk)- o(f @)- MO _
K] o|h

since the derivative of g at f(a) is M, and ||_|;: is well-behaved. Finally at last, we have
shown that

Iimaar(a+h) -r(a) - ML(h)c:): 0,

h® 0 |h| 7]

which means the derivative of the composition r = go f is simply the composition, or

matrix product, of the derivatives. What could be more pleasing from an esthetic point of

view!
Example

Let f(t)=(t>1+t% and g(x,,X%,)=(2%,- %,)° and let r=go f . First, we

shall find the derivative of r at t = 2 using the Chain Rule. The derivative of f is
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_é2tu

£ X

and the derivative of g is

M =[82% - %)? -3@2x - x,)?]

Att=2, L= . ond at 9(f(2))=g(4.9), M =[6 -3]. Thus the derivative of the

- gL u’
composition is ML =[6 3]8L g=[-12]=-12.

Now for fun, let’s find an explicit recipe for r and differentiate:
rit) = g(f(t))=g(t?1+t3% =(2t*-1-t3°. Thus r'(t)=32t*- 1- t3)*(4t- 3t?),

and so r'(2) = 3()(8- 12) =- 12 Itis, of course, very comforting to get the same answer

as before.
There are several different notations for the matrix of the derivative of
f:R"® RP at xT R" The most usual is simply f'(x).

Exercises

7. Let g(X,X,,X3) = (%%, %X +1) and  f(X;,X,) = (X% SiNXy, X, +3X,, X, - 2X7).

Find the derivative of go f at (2,-4).

8. Let u(x,y,2) = (x+Yy?,2xy,xsiny,x*y?) and \(r,st,q) = (r +s- q°,(r - t)e®).
a)Which, if either, of the composition functions uov or vou is defined? Explain.
b)Find the derivative of your answer to part a).

9. Let f(xy) =(€*",e*") and g(x,y) = (x- y3,x* +Y).
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a)Find the derivative of f o g at the point (1,-2).
b)Find the derivative of go f at the point (1,-2).
c) Find the derivative of f o f at the point (1,-2).

d) Find the derivative of g0 g at the point (1,-2).

10. Suppose r =t?cost and t = x? - 3y?. Find the partial derivatives % and :11—;

7.4 More Chain Rule Stuff
In the everyday cruel world, we seldom compute the derivative of the
composition of two functions by explicitly multiplying the two derivative matrices.

Suppose, as usual, we have r =go f:R" ® R". The the derivative is, as we now know,

efir, T, fing
é {
X, X, 11X, -
gﬂ# i, ﬂrzH
r'(x)=r'(x1,x2,---,xn)=gﬂy<1 1, ﬂxng-
. (
alr, 1, Ty g
g1x, 1x, T, H

We can thus find the derivative using the Chain Rule only in the very special case in
which the compsite function is real valued. Specifically, suppose g:R’* ® R and
f:R"® RP. Let r=gof. Then r is simply a real-valued function of

X = (X, X,,...,X,) . Let’s use the Chain Rule to find the partial derivatives.
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eff, ff, . WU
eﬂx1 X, TX, o

N z f f frll:|
qx T, b gy v, ﬂypge x T g
it 16 Ihg

8Tx 1% T, §
Thus makes it clear that

Tr _ g ﬂf1+ﬂg ﬂf2+ +ﬂg ﬂfp
ﬂxj ﬂylﬂxj ﬂyzﬂxj ﬂypﬂxi.

Frequently, engineers and other malefactors do not use a different name for the

composition go f, and simply use the name g to denote both the composition
go F(X,XoeoesXy) = O(F (X, X 0eey X ) T (X Xy X )y £U(X, X500, X)) @nd  the
function g given by g(y) = 9(V;,Y,,.--,Y,) . Since y; = f,(X,X,,...,X,), these same
folks also frequently just use y, to denote the function f,. The Chain Rule given above
then looks even nicer:

Tg_Tgfy., 1oy, ﬂg‘ﬂyp

AT TAT R TATE

Example
Suppose g(X,y,2) =x?y+ye* and x=s+t, y=st3 and z=s?>+3t%. Letus

9

find the partial derivatives 1111_r and — Tt . We know that
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Tg_f91x,1g1y, 7912
Is X s TMyTs 9z9s
= 2xy(1) +(x* + €)t* + ye*(29)

= 2xy +(x? + &)t + 2sy¢’

Similarly,

19
t Ix Tt fy 9t Tz 1t
= 2xy(1) + (X* + €)3st” + ye' (6t)

= 2xy +3(x? + €)st? + btye?

19 1%, 191y, 1992

These notational shortcuts are fine and everyone uses them; you should, however,
be aware that it is a practice sometimes fraught with peril. Suppose, for instance, you

have g(X,y,2) =x? +y? +z%,and x=t+2z, y=t®>+2z,and z=1t3 Now itis not at all

clear what is meant by the symbol % Meditate on this.

Exercises

11. Suppose g(x,y) = f(x- y,y- s). Find ﬂ_?(+

T

==

L
y

12. Suppose the temperature T at the point (X,y,2z) in space is given by the function
T(X,Y,2) = x? + xyz- zy*. Find the derivative with respect to t of a particle moving

along the curve described by r(t) = costi +sintj + 3k .
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13. Suppose the temperature T at the point (X,y,2z) in space is given by the function

T(x,y,2) = x*+y*+2z?. A particle moves along the curve described by

r(t) = sinpti + cosptj + (t? - 2t + 2)k . Find the coldest point on the trajectory.

14. Let r(x,y) = f (X)g(y), and suppose x =t and y=t. Use the Chain Rule to find
dr
dt
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