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Abstract These Lecture Notes cover the course given at SISSA by AB in Spring

2000 (Chapters 1 and 2) and some general results just hinted at in the course

(Chapter 3). They include mainly results by the authors and by Chambolle, Dal

Maso, Garroni and Truskinovsky, but some results are new; e.g., Sections 1.4{1.8

(except 1.4.1 and 1.7.2), and Section 3.3.
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INTRODUCTION

In these lecture notes we treat the problem of the description of variational limits

of discrete problems in a one-dimensional setting. Given n 2 N we consider

energies of the general form

En(fuig) =
nX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�

de�ned on (n+1)-tuples fuig. We may view fuig as a discrete function de�ned on

a lattice covering a �xed interval [0; L] by introducing points xn
i
= i�n (�n = L=n

is the lattice spacing) If we picture the set fxn
i
g as the reference con�guration of

an array of material points interacting through some forces, and let ui represent

the displacement of the i-th point, then  jn can be thought as the energy density

of the interaction of points with distance j�n (j lattice spacings) in the reference

lattice. Note that the only assumption we make is that  jn depends on fuig
through the di�erences ui+j �ui, but we �nd it more convenient to highlight its

dependence on the `discrete di�erence quotients'

ui+j � ui

j�n
:

One must not be distracted from this notation and should note the generality of

the approach.

Our goal is to describe the behaviour of problems of the form

min
n
En(fuig) �

nX
i=0

uifi : u0 = U0; un = UL

o

(and similar), and to show that for a quite general class of energies these problems

have a limit continuous counterpart. Here ffig represents the external forces and
U0; UL are the boudary conditions at the endpoints of the interval (0; L). More

general statement and di�erent problems can be also obtained. To make this

asymptotic analysis precise, we use the notation and methods of �-convergence,

for which we refer to the lecture notes by A. Braides �-Convergence for Be-
ginners (a more complete theoretical introduction can be found in the book by

G. Dal Maso An Introduction to �-convergence). We will show that, upon suit-

ably identifying discrete functions fuig with suitable (posssibly discontinuous)

interpolations, the free energies En `�-converge' to a limit energy F . As a con-

sequence we obtain that minimizers of the problem above are `very close' to

minimizers of
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min
n
F (u)�

Z
L

0

fu dt : u(0) = U0; u(L) = UL

o
:

The energies F can be explicitly identi�ed by a series of operations on the

functions  j
n
. In order to give an idea of how F can be described, we �rst consider

the case when only nearest-neighbour interactions are taken into account:

En(fuig) =
n�1X
i=0

�n n

�
ui+1 � ui

�n

�
:

In this case, the limit functional F can be described by introducing for each n

a `threshold' Tn such that Tn ! +1 and �nTn ! 0, and de�ning a limit bulk
energy density

f(z) = lim
n
(convex envelope of ~ n(z));

and a limit interfacial energy density

g(z) = lim
n
(subadditive envelope of �n

~~ n

�
z

�n

�
);

where

~ n(z) =

�
 n(z) if jzj � Tn

+1 otherwise,
~~ n(z) =

�
 n(z) if jzj � Tn

+1 otherwise.

Note the crucial separation of scales argument: essentially, the limit behaviour

of  n(z) de�nes the bulk energy density, while �n  n(z=�n) determines the in-

terfacial energy. The limit F is de�ned (up to passing to its lower semicontinuity

envelope) on piecewise-Sobolev functions as

F (u) =

Z
(0;L)

f(u0) dt+
X
S(u)

g(u(t+) � u(t�));

where S(u) denotes the set of discontinuity points of u. Hence, we have a limit

energy with two competing contributions of a bulk part and of an interfacial

energy. In this form we can recover fracture and softening phenomena.

The description of the limit energy gets more complex when not only nearest-

neighbour interactions come into play. We �rst examine the case when interac-

tions up to a �xed order K are taken into account:

En(fuig) =
KX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�

(or, equivalently,  j
n
= 0 if j > K). The main idea is to show that (upon some

controllable errors) we can �nd a lattice spacing �n (possibly much larger than
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�n) such that En is `equivalent' (as �-convergence is concerned) to a nearest-

neighbour interaction energy on a lattice of step size �n, of the form

En(fuig) =
m�1X
i=0

�n n

�
ui+1 � ui

�n

�
;

and to which then the recipe above can be applied.

The crucial points here are the computation of  
n
and the choice of the

scaling �n. In the case of next-to-nearest neighbours this computation is partic-

ularly simple, as it consists in choosing �n = 2�n and in `integrating out the

contribution of �rst neighbours': in formula,

 n(z) =  
2

n(z) +
1

2
minf 1

n(z1) +  
1

n(z2) : z1 + z2 = 2zg:

In a sense this is a formula of relaxation type. If K > 2 then the formula giving

 n resembles more a homogenization formula, and we have to choose �n = Kn�n

with Kn large. In this case the reasoning that leads from En to En is that the

overall behaviour of a system of interacting point will behave as clusters of large
arrays of neighbouring points interacting through their `extremities'

When the number of interaction orders we consider is not bounded the de-

scription becomes more complex. In particural additional non-local terms may

appear in F .

Note that �rst order �-limits may not capture completely the behaviour of

minimizers for variational problems as above. Additional information, as phase
transitions, boundary layer e�ects and multiple cracking, may be extracted from

the study of higher order �-limit.
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DISCRETE PROBLEMS WITH LIMIT ENERGIES DEFINED

ON SOBOLEV SPACES

1.1 Discrete functionals

We will consider the limit of energies de�ned on one-dimensional discrete systems

of n points as n tends to +1. In order to de�ne a limit energy on a continuum

we parameterize these points as a subset of a single interval (0; L). Set

�n =
L

n
; x

n

i
=

i

n
L = i�n; i = 0; 1; : : : ; n: (1.1)

We denote In = fxn
0
; : : : ; x

n

n
g and by An(0; L) the set of functions u : In ! R.

If n is �xed and u 2 An(0; L) we equivalently denote

ui = u(xni ):

Given K 2 N with 1 � K � n and functions fj : R ! [0;+1], with j =

1; : : : ;K, we will consider the related functional E : An(0; L) ! [0;+1] given

by

E(u) =

KX
j=1

n�jX
i=0

f
j(ui+j � ui): (1.2)

Note that E can be viewed simply as a function E : Rn ! [0;+1].

An interpretation with a physical avour of the energy E is as the internal

interaction energy of a chain of n+1 material points each one interacting with its

K-nearest neighbours, under the assumption that the interaction energy densities

depend only on the order j of the interaction and on the distance between the

two points ui+j � ui in the reference con�guration. If K = 1 then each point

interacts with its nearest neighbour only, while if K = n then each pair of points

interacts.

Remark 1.1 From elementary calculus we have that E is lower semicontinuous

if each f
j is lower semicontinuous, and that E is coercive on bounded sets of

An(0; L).

1.2 Equivalent energies on Sobolev functions

We will describe the limit as n! +1 of sequences (En) with En : An(0; L)!
[0;+1] of the general form
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En(u) =

KnX
j=1

n�jX
i=0

f
j

n(ui+j � ui): (1.3)

Since each functional En is de�ned on a di�erent space, the �rst step is to

identify each An(0; L) with a subspace of a common space of functions de�ned on

(0; L). In order to identify each discrete function with a continuous counterpart,

we extend u by ~u : (0; L)! R as the piecewise-a�ne function de�ned by

~u(s) = ui�1 +
ui � ui�1

�n

(s � xi�1) if s 2 (xi�1; xi): (1.4)

In this case, An(0; L) is identi�ed with those continuous u 2W1;1(0; L) (actually,

in W1;1(0; L)) such that u is a�ne on each interval (xi�1; xi). Note moreover

that we have

~u0 =
ui � ui�1

�n
(1.5)

on (xi�1; xi). If no confusion is possible, we will simply write u in place of ~un.

As we will treat limit functionals de�ned on Sobolev spaces, it is convenient to

rewrite the dependence of the energy densities in (1.3) with respect to di�erence

quotients rather than the di�erences ui+j � ui. We then write

En(u) =

KnX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
; (1.6)

where

 
j

n
(z) =

1

�n

f
j

n
(j�nz):

With the identi�cation of u with ~u, En may be viewed as an integral functional

de�ned on W1;1(0; L). In fact, for �xed j 2 f0; : : : ;K � 1g, k 2 f0; : : : ; n � 1g
and i such that i � k < i + j we have

ui+j � ui

j�n
=

1

j

i�k+j�1X
m=i�k

uk+m+1 � uk+m

�n
=

1

j

i�k+j�1X
m=i�k

~u0(x+m�n)

for all x 2 (xn
k
; x

n

k+1
), so that

�n 
j

�
ui+j � ui

j�n

�
=

1

j

i+j�1X
k=i

Z x
n

k+1

xn
k

 
j

�1
j

i�k+j�1X
m=i�k

~u0(x+m�n)
�
dx:

We then get

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
=

1

j

j�1X
l=0

Z L�(j�1�l)�n

l�n

 
j

n

�1
j

j�1�lX
k=�l

~u0(x+ k�n)
�
dx:
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and the equality

En(u) = Fn(~u); (1.7)

where

Fn(v) =

8>>>>><
>>>>>:

KnX
j=1

j�1X
l=0

1

j

Z L�(j�1�l)�n

l�n

 
j

n

�1
j

j�1�lX
k=�l

v
0(x+ k�n)

�
dx

if v 2 An(0; L)

+1 otherwise.
(1.8)

Note that in the particular case Kn = 1 we have (set  n =  
1
n
)

Fn(v) =

8><
>:
Z

L

0

 n(v
0)dx if v 2 An(0; L)

+1 otherwise.

(1.9)

De�nition 1.2. (Convergence of discrete functions and energies) With the

identi�cations above we will say that un converges to u (respectively, in L1, in

measure, in W1;1, etc.) if ~un converge to u (respectively, in L
1, in measure,

weakly in W1;1, etc.), and we will say that En �-converges to F (respectively,

with respect to the convergence in L1, in measure, weakly in W1;1, etc.) if Fn �-

converges to F (respectively, with respect to the convergence in L1, in measure,

weakly in W1;1, etc.).

1.3 Convex energies

We �rst treat the case when the energies  jn are convex. We will see that in the

case of nearest neighbours, the limit is obtained by simply replacing sums by

integrals, while in the case of long-range interactions a superposition principle

holds.

For simplicity we suppose that the energy densities do not depend on n; i.e.,

 
j

n
=  

j
:

1.3.1 Nearest-neighbour interactions

We start by considering the case K = 1, so that the functionals En are given by

En(u) =

n�1X
i=0

�n 

�
ui+1 � ui

�n

�
: (1.10)

The integral counterpart of En is given by

Fn(v) =

8><
>:
Z L

0

 (v0)dx if v 2 An(0; L)

+1 otherwise.

(1.11)
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Note that Fn depends on n only through its domain An(0; L).

The following result states that as n approaches 1 the identi�cation of En

with its continuous analog is complete.

Theorem 1.3 Let  : R! [0;+1) be convex and let En be given by (1.10).
(i) The �-limit of En with respect to the weak convergence in W1;1(0; L) is

given by F de�ned by

F (u) =

Z
(0;L)

 (u0) dx: (1.12)

(ii) If

lim
jzj!1

 (z)

jzj = +1 (1.13)

then the �-limit of En with respect to the convergence in L1(0; L) is given by F
de�ned by

F (u) =

8<
:
Z
(0;L)

 (u0) dx if u 2W1;1(0; L)

+1 otherwise

(1.14)

on L1(0; L).

Proof (i) The functional F de�nes a weakly lower semicontinuous functional

on W1;1(0; L) and clearly Fn � F ; hence also we have �-lim infj Fj(u) � F (u).

Conversely, �xed u 2W1;1(0; L) let un 2 An(0; L) be such that un(x
n

i
) = u(xn

i
).

By convexity we have

Z
x
n

i+1

xn
i

 (u0) dt � �n 

� 1

�n

Z
x
n

i+1

xn
i

u
0
dt

�
= �n 

�
u(xn

i+1
) � u(xn

i
)

�n

�
;

hence, summing up, Z L

0

 (u0) dt � En(un):

This shows that (un) is a recovery sequence for F .

(ii) If (1.13) holds then the sequence (En) is equi-coercive on bounded sets

of L1(0; L) with respect to the weak convergence in W1;1(0; L), from which the

thesis is easily deduced. 2

1.3.2 Long-range interactions

Let now K 2 N be �xed. The energies En take the form

En(u) =

KX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
: (1.15)
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Theorem 1.4 Let  j : R ! [0;+1) be convex and let En be given by (1.15).
Let  1 satisfy

lim
jzj!1

 
1(z)

jzj = +1 (1.16)

then the �-limit of En with respect to the convergence in L1(0; L) is given by F
de�ned by

F (u) =

(Z
(0;L)

 (u0) dx if u 2W1;1(0; L)

+1 otherwise

(1.17)

on L1(0; L), where

 =

KX
j=1

 
j
: (1.18)

Proof Note that (En) is equi-coercive on bounded set of L1(0; L) as in the

proof of Theorem 1.3. Then it su�ces to check the �-limit on W1;1(0; L).

To prove the �-liminf inequality let un * u weakly in W1;1(0; L). Then, for

every j 2 f0; : : : ;Kg and l 2 f0; : : : ; j � 1g, also the convex combination

u
j;l

n
=

1

j

j�1�lX
k=�l

~un(x+ k�n)

converge weakly to u in W
1;1

loc
(0; L). By (1.7) then we have, for all �xed � > 0,

lim inf
n

En(u) � lim inf
n

KX
j=1

1

j

j�1X
l=0

Z L��

�

 
j

n

�
(uj;l

n
)0
�
dx

�
KX
j=1

j�1X
l=0

1

j
lim inf

n

Z L��

�

 
j

n

�
(uj;ln )0

�
dx

�
KX
j=1

j�1X
l=0

1

j

Z L��

�

 
j(u0)dx =

Z L��

�

 (u0) dt:

The liminf inequality follows by the arbitrariness of �.

Again, �xed u 2W1;1(0; L) let un 2 An(0; L) be such that un(x
n

i
) = u(xn

i
).

By Jensen's inequality,

En(un) =

KX
j=1

n�jX
i=0

�n 
j

� 1

j�n

Z x
n

i+j

xn
i

u
0
dt

�
�

KX
j=1

n�jX
i=0

1

j

Z x
n

i+j

xn
i

 
j(u0)dt

=

KX
j=1

1

j

n�jX
i=0

Z x
n

i+j

xn
i

 
j (u0)dt �

KX
j=1

Z L

0

 
j(u0)dt;

which implies the limsup inequality. 2
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1.4 Energies with superlinear growth

We now investigate the e�ects of the lack of convexity, always in the framework

of limits de�ned on Sobolev spaces. Again we suppose that the energy densities

do not depend on n; i.e.,

 
j

n =  
j
;

but are not necessarily convex.

1.4.1 Nearest-neighbour interactions

We consider the case K = 1. In this case the only e�ect of the passage from the

discrete setting to the continuum is a convexi�cation of the integrand.

Theorem 1.5 Let  : R ! [0;+1) be a Borel function satisfying (1.13). Let
En be given by (1.10); then the �-limit of En with respect to the convergence in
L
1(0; L) is given by F de�ned by

F (u) =

8<
:
Z
(0;L)

 
��(u0) dx if u 2W1;1(0; L)

+1 otherwise

(1.19)

on L1(0; L).

Proof The �-liminf inequality immediately follows as in the proof of Theorem

1.3(i).

As for the limsup inequality, �rst note that if u 2 W1;1(0; L) and  (u0) =

 
��(u0) a.e. then we may simply take un as in the proof of Theorem 1.3(i), so

that for such u we have �-limnEn(u) = F (u). If  is lower semicontinuous and

u is a�ne with u0 = z, let z1; z2 2 R and � 2 [0; 1] be such that

z = �z1 + (1� �)z2;  (z1) =  
��(z1);  (z2) =  

��(z2)

and

 
��(z) = � (z1) + (1� �) (z2):

Then there exists uj weakly converging to u such that u0
j
2 fz1; z2g and F (u) =

limj F (uj). By the lower semicontinuity of the �-limsup we then have

�- lim sup
n

En(u) � lim inf
j

�- lim sup
n

En(uj) = lim inf
j

F (uj) = F (u);

as desired. If  is not lower semicontinuous then suitable z1;j and z2;j must

be chosen such that uj weakly converges to u such that u0j 2 fz1;j; z2;jg and

F (u) = limj F (uj).

To conclude the proof it remains to suitably approximate any function u 2
W1;1(0; L) by some its a�ne interpolations (uk) and remark that by the convexity

of F we have F (u) = limk F (uk). 2
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1.4.2 Next-to-nearest neighbour interactions

In the non-convex setting, the case K = 2 o�ers an interesting way of describing

the two-level interactions between �rst and second neighbours. Such description

is more di�cult in the case K � 3. Essentially, the way the limit continuum

theory is obtained is by �rst integrating-out the contribution due to nearest

neighbours by means of an inf-convolution procedure and then by applying the

previous results to the resulting functional.

Theorem 1.6 Let  1
;  

2 : R! [0;+1) be Borel functions such that

lim
jzj!1

 
1(z)

jzj = +1; (1.20)

and let En(u) : An(0; L)! [0;+1) be given by

En(u) =

n�1X
i=0

�n 
1

�
ui+1 � ui

�n

�
+

n�2X
i=0

�n 
2

�
ui+2 � ui

2�n

�
(1.21)

Let ~ : R! [0;+1) be de�ned by

~ (z) =  
2(z) +

1

2
inff 1(z1) +  

1(z2)) : z1 + z2 = 2zg

= inf
n
 
2(z) +

1

2
( 1(z1) +  

1(z2)) : z1 + z2 = 2z
o
; (1.22)

and let
 = ~ ��: (1.23)

Then the �-limit of En with respect to the convergence in L1(0; L) is given by F
de�ned by

F (u) =

8<
:
Z
(0;L)

 (u0) dx if u 2W1;1(0; L)

+1 otherwise

(1.24)

on L1(0; L).

Remark 1.7 (i) The growth conditions on  
2 can be weakened, by requiring

that  2 : R! R and

�c1 1 �  
2 � c2(1 +  

1)

provided that we still have

lim
jzj!1

 (z)

jzj = +1:

(ii) If  1 is convex then ~ =  
1 +  

2. If also  2 is convex then we recover a

particular case of Theorem 1.4.
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Proof Let u 2 An(0; L). We have, regrouping the terms in the summation,

En(u) =

n�2X
i=0

i even

�n

�
 
2

�
ui+2 � ui

2�n

�
+
1

2
 
1

�
ui+2 � ui+1

2�n

�
+

1

2
 
1

�
ui+2 � ui+1

2�n

��

+

n�2X
i=0

i odd

�n

�
 
2

�
ui+2 � ui

2�n

�
+

1

2
 
1

�
ui+2 � ui+1

2�n

�
+
1

2
 
1

�
ui+1 � ui

2�n

��

+
�n

2
 
1

�
un � un�1

2�n

�
+

1

2
 
1

�
u1 � u0

2�n

�

� 1

2

0
B@ n�2X

i=0

i even

2�n ~ 
�
ui+2 � ui

2�n

�
+

n�2X
i=0

i odd

2�n ~ 
�
ui+2 � ui

2�n

�1CA

� 1

2

0
B@ n�2X

i=0

i even

2�n 
�
ui+2 � ui

2�n

�
+

n�2X
i=0

i odd

2�n 
�
ui+2 � ui

2�n

�1CA

=
1

2

�Z 2�n[n=2]

0

 (~u0
1
) dt+

Z (1+2[n�1=2])�n

�n

 (~u0
2
) dt
�
; (1.25)

where ~uk, respectively, with k = 1; 2, are the continuous piecewise-a�ne func-

tions such that

~u0k =
ui+2 � ui

2�n
on (xni ; x

n

i+2) (1.26)

for i, respectively, even or odd.

Let now un ! u in L
1(0; L) and sup

n
En(un) < +1; then un * u in

W1;1(0; L). Let uk;n be de�ned as in (1.26); as in the proof of Theorem 1.4, we

deduce uk;n * u as n ! +1, for k = 1; 2. For every �xed � > 0 by (1.25) we

obtain

lim inf
n

En(un) �
1

2

 
lim inf

n

Z
L��

�

 (u01;n) dt+ lim inf
n

Z
L��

�

 (u02;n) dt

!

�
Z L��

�

 (u0) dt;

and the liminf inequality follows by the arbitrariness of � > 0.

Now we prove the limsup inequality. By arguing as in the proof of Theorem

1.5, note that it su�ces to treat the case when ~ is lower semicontinuous, u(x) =

zx and  (z) = ~ (z). With �xed � > 0 let z1, z2 be such that z1 + z2 = 2z and

 
2(z) +

1

2
( 1(z1) +  

2(z2)) � ~ (z) + �:

We de�ne the recovery sequence un as



Energies with superlinear growth 9

un(x
n

i
) =

8<
:
zx

n

i
if i is even

z(i � 1)�n + z1�n if i is odd.

We then have

En(un) =

n�1X
i=0

�n 
1

�
un(x

n

i+1
) � un(x

n

i
)

�n

�

+

n�2X
i=0

�n 
2

�
un(x

n

i+2
) � un(x

n

i
)

2�n

�

� L

2
( 1(z1) +  

1(z2)) + L 
2(z)

� L ~ (z) = L (z) = F (u)

as desired. 2

Remark 1.8. (Multiple-scale e�ects) The formula de�ning  highlights a

double-scale e�ect. The operation of inf-convolution highlights oscillations on

the scale �n, while the convexi�cation of ~ acts at a much larger scale.

1.4.3 Long-range interactions

We consider now the case of a general K � 1. In this case the e�ective energy

density will be given by a homogenization formula. We suppose for the sake of

simplicity that  j : R ! [0;+1) are lower semicontinuous and there exists

p > 1 such that

 
1(z) � c0(jzjp � 1);  

j(z) � cj(1 + jzjp): (1.27)

for all j = 1; : : : ;K. Before stating the convergence result we de�ne some energy

densities.

Let N 2N. We de�ne  N : R! [0;+1) as follows:

 N (z) = min
n 1

N

KX
j=1

N�jX
i=0

 
j

�
u(i+ j)� u(i)

j

�

u : f0; : : : ; Ng ! R; u(i) = zi for i � K or i � N �K

o
: (1.28)

Proposition 1.9 For all z 2 R there exists the limit  (z) = limN  N (z).

Proof With �xed z 2 R, let N;M 2 N withM > N , and let uN be a minimizer

for  N (z). We de�ne uM : f0; : : : ;Mg ! R as follows:

uM (i) =

(
uN (i � lN ) + lNz if lN � i � (l + 1)N (0 � l � M

N
� 1)

zi otherwise.
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Then we can estimate

 M (z) � 1

M

KX
j=1

M�jX
i=0

 
j

�
uM(i + j)� uM (i)

j

�

� 1

N

KX
j=1

N�jX
i=0

 
j

�
uN (i+ j) � uN (i)

j

�

+
1

N

KX
j=1

(2K � j) j (z) +

KX
j=1

M � [M=N ]N + k � j

M
 
j(z)

�  N (z) +
2K

N

KX
j=1

 j(z) +
N +K

M

KX
j=1

 j(z)

�  N (z) + c

�2K
N

+
N +K

M

�
(1 + jzjp): (1.29)

Taking �rst the limsup in M and then the liminf in N we deduce that

lim sup
M

 M (z) � lim inf
N

 N (z)

as desired 2

Remark 1.10 (i) c0(jzjp � 1) �  
1(z) �  (z) � c(1 + jzjp);

(ii)  is lower semicontinuous;

(iii)  is convex;

(iv) for all N 2 N we have  (z) �  N (z) +
c

N
(1 + jzjp).

We can state the convergence theorem.

Theorem 1.11 Let  j be as above and let En be de�ned by (1.15). Then the
�-limit of En with respect to the convergence in L

1(0; L) is given by F de�ned
by

F (u) =

8<
:
Z
(0;L)

 (u0) dx if u 2W1;p(0; L)

+1 otherwise

(1.30)

on L1(0; L), where  is given by Proposition 1.9.

Proof We begin by establishing the liminf inequality. Let un ! u in L1(0; L)

be such that supnEn(un) < +1. Note that this implies that

sup
n

Z L

0

ju0njp dt < +1;

so that indeed un * u weakly in W1;p(0; L) and hence also un ! u in L1(0; L).
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For all k 2 f0; : : : ; N � 1g let

�n(k) =
X
l2N

Z
((k+Nl�2K)�n;(k+Nl+2K)�n)\(0;L)

ju0
n
jp dt:

We have
N�1X
k=0

�n(k) � 2K

Z
L

0

ju0
n
jp dt � c;

so that, upon choosing a subsequence if necessary, there exists k such that

�n(k) �
c

N
:

For the sake of notational simplicity we will suppose that this holds with k = 0,

and also that n =MN with M 2 N, so that the inequality above reads

M�1X
l=0

Z
((Nl�2K)�n;(Nl+2K)�n)\(0;L)

ju0njp dt: (1.31)

We may always suppose so, upon �rst reasoning in slightly smaller intervals than

(0; L) and then let those intervals invade (0; L).

Let vN
n
be the piecewise-a�ne function de�ned on (0; L) such that

v
N

n
(0) = un(0)

(vNn )
0 = u

0

n on (xni ; x
n

i+1); nl +K � i � Nl + l �K � 1

(vNn )
0 =

un((Nl + N �K)�n)� un((Nl +K)�n)

(N � 2K)�n
=: zNn;l

on (Nl�n; (Nl +K)�n) [ ((N (l + 1)�K)�n; N (l+ 1)�n):

The construction of vNn deserves some words of explanation. The function vNn is

constructed on each interval (Nl�n; (N + 1)�n) as equal to the function un (up

to an additive constant) in the middle interval ((Nl+K)�n; (N (l+1)�K)�n),

and as the a�ne function of slope zN
n;l

in the remaining two intervals. Note that

the construction implies that the function

v
N

n;l
: f0; : : : ; Ng ! R

de�ned by

v
N

n;l(i) =
1

�n
v
N

n ((lN + i)�n)

is a test function for the minimum problem de�ning  N (z
N

n;l
), and that

KX
j=1

N(l+1)�jX
i=Nl

�n 
j

�vN
n
(xn

i+j
) � v

N

n
(xn

i
)

j�n

�
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=

KX
j=1

N(l+1)�jX
i=Nl

�n 
j

�vN
n;l
((i + j)) � v

N

n;l
(i)

j

�
� N�n N (z

N

n;l
): (1.32)

Note moreover that, by H�older's inequality, we have

Z
(0;L)

j(vN
n
)0 � u

0

n
j dt �

�2K
N
L

�1�1=p
ku0

n
kLp(0;L) +

2K

N � 2K
ku0

n
kL1(0;L);

so that, since un(0) = v
N

n
(0) we have a uniform bound

kvNn � unkL1(0;L) �
C

N
: (1.33)

We have that

En(un) �
M�1X
l=0

KX
j=1

N(l+1)�K�jX
i=Nl+K

�n 
j

�un(xni+j)� un(x
n

i
)

j�n

�

=

M�1X
l=0

KX
j=1

N(l+1)�K�jX
i=Nl+K

�n 
j

�vN
n
(xn

i+j
)� v

N
n
(xn

i
)

j�n

�

=

M�1X
l=0

KX
j=1

N(l+1)�jX
i=Nl

�n 
j

�vN
n
(xn

i+j
)� v

N
n
(xn

i
)

j�n

�

�
M�1X
l=0

KX
j=1

Nl+KX
i=Nl

�n 
j

�vNn (xn
i+j

)� v
N
n (x

n

i
)

j�n

�

�
MX
l=1

KX
j=1

Nl�jX
i=Nl�K�j

�n 
j

�vNn (xni+j)� v
N
n (x

n

i
)

j�n

�

=:

M�1X
l=0

KX
j=1

N(l+1)�jX
i=Nl

�n 
j

�
v
N

n (x
n

i+j)� v
N

n (x
n

i )

j�n

�
�I1n � I

2

n

�
M�1X
l=0

KX
j=1

N�n N (z
N

n;l
)� I

1

n
� I

2

n
; (1.34)

the last estimate being given by (1.32).

We give an estimate of the term I
1
n; the term I

2
n can be dealt with similarly.

Let i < Nl + K � i + j; by the growth conditions on  j and the convexity of

z 7! jzjp we have

 
j

�vNn (xn
i+j

)� v
N
n (x

n

i
)

j�n

�
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� c

�
1 +

���vNn (xni+j) � v
N
n
(xn

i
)

j�n

���p�

� c

�
1 +

1

j

i+j�1X
k=i

���vNn (xn
i+1

) � v
N

n
(xn

i
)

�n

���p�

� c

�
1 +KjzNn;ljp +

1

�n

Z
((Nl�2K)�n;(Nl+2K)�n)\(0;L)

ju0njp dt
�

We then deduce by (1.31) and the fact that

jzjp � c(1 +  N (z))

that

I
1

n
�

M�1X
l=0

KX
j=1

Nl+KX
i=Nl

�nc

�
1 +  N (z

N

n;l
) +

1

�n

Z
((Nl+K)�n ;(Nl+2K)�n)

ju0njp dt
�

� c

N
+

c

N

M�1X
l=0

N�n N (z
N

n;l): (1.35)

Plugging this estimate and the analog for I2n into (1.34) we get

En(un) �
�
1� c

N

�M�1X
l=0

N�n N (z
N

n;l
)� c

N
: (1.36)

By Remark 1.10(iv) we have

 N (z) �  (z) � c

N
(1 + jzjp) �

�
1� c

N

�
 (z) � c

N
:

From (1.36) we then have

En(un) �
�
1� c

N

�M�1X
l=0

N�n (z
N

n;l) �
c

N
(1.37)

Now, note that the piecewise-a�ne functions uNn de�ned by

u
N

n (0) = un(0) and (uNn )
0 = z

N

n;l on (Nl�n; N (l + 1)�n)

are weakly precompact in W1;p(0; L), so that we may suppose that uNn * u
N .

Then by Theorem 1.3 we have

lim inf
n

M�1X
l=0

N�n (z
N

n;l) = lim inf
n

Z
L

0

 ((uNn )
0) dt �

Z
L

0

 ((uN )0) dt; (1.38)
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so that

lim inf
n

En(un) �
�
1� c

N

�Z L

0

 ((uN )0) dt� c

N
(1.39)

By (1.33) and the uniform convergence of un to u we have

kuN � ukL1(0;L) �
c

N
: (1.40)

By letting N ! +1 we then obtain the thesis by the lower semicontinuity ofR
 (u0) dt.

To prove the limsup inequality it su�ces to deal with the case u(x) = zx since

from this construction we easily obtain a recovery sequence for piecewise-a�ne

functions and then reason by density. To exhibit a recovery sequence for such u

it su�ces to �x N 2 N, consider vN a minimum point for the problem de�ning

 N (z) and de�ne

un(x
n

i
) = v

N (i� Nl)�n + zNl�n if Nl � i � N (l + 1):

We then have

lim sup
n

En(un) �  N (z) +
c

N

KX
j=1

 
j (z);

and the thesis follows by the arbitrariness of N . 2

1.5 A general convergence theorem

By slightly modifying the proof of Theorem 1.11 we can easily state a general

�-convergence result, allowing a dependence also on n for the energy densities.

Theorem 1.12 Let K � 1. Let  j
n
: R ! [0;+1) be lower semicontinuous

functions and let p > 1 exists such that

 
1

n
(z) � c0(jzjp � 1);  

j

n
(z) � cj(1 + jzjp): (1.41)

for all j 2 f1; : : : ;Kg and n 2 N. For all N;n 2 N let  N;n : R ! [0;+1) be
de�ned by

 N;n(z) = min
n 1

N

KX
j=1

N�jX
i=0

 
j

n

�
u(i + j) � u(i)

j

�

u : f0; : : : ; Ng ! R; u(i) = zi for i � K or i � N �K

o
(1.42)

Suppose that  : R! [0;+1) exists such that

 (z) = lim
N

lim
n
 
��

N;n(z) for all z 2 R (1.43)
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(note that this is not restrictive upon passing to a subsequence of n and N). Let
En be de�ned on An(0; L) by

En(u) =

KX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
: (1.44)

Then the �-limit of En with respect to the convergence in L1(0; L) is given by F
de�ned by

F (u) =

8<
:
Z
(0;L)

 (u0) dx if u 2W1;p(0; L)

+1 otherwise

(1.45)

on L1(0; L).

Proof Let un ! u in L1(0; L). We can repeat the proof for the liminf inequality

for Theorem 1.11, substituting  j by  jn and  N by  N;n. We then deduce as in

(1.38){(1.39) that

lim inf
n

En(un) �
�
1� c

N

�
lim inf

n

Z L

0

 N;n((u
N

n
)0) dt� c

N

�
�
1� c

N

�Z L

0

 N ((u
N )0) dt� c

N
;

where  N = limn  
��

N;n
and the thesis by letting N ! +1.

To prove the limsup inequality it su�ces to deal with the case u(x) = zx since

from this construction we easily obtain a recovery sequence for piecewise-a�ne

functions and then reason by density. To exhibit a recovery sequence for such u

it su�ces to �x N 2N, consider z1;n; z2;n and �n 2 [0; 1] such that

 
��

N;n(z) = �n N;n(z1;n) + (1� �n) N;n(z2;n); z = �nz1;n + (1� �n)z2;n:

Let vN1;n, v
N
2;n be minimumpoints for the problem de�ning  N;n(z1;n),  N;n(z2;n),

respectively. For the sake of simplicity assume that there exists m such that

mN�n 2N for all n. De�ne

un(x
n

i ) =

8>><
>>:
v
N
1;n(i � Nl)�n + zmNl�n if mNl � i � mNl +mN�n

v
N
2;n(i � Nl �mN�n)�n + zmNl + z1;nmN�n�n

if mNl +mN�n � i � mN (l + 1).

By the growth conditions on  
j
n it is easily seen that (zk;n) are equi bounded

and that

supfvN
k;n

(i) � zk;ni : i 2 f0; : : : ; Ng; n 2Ng < +1;

so that un converges to zx uniformly. We then have



16 Discrete problems with limit energies de�ned on Sobolev spaces

lim sup
n

En(un) � L lim sup
n

 
��

N;n
(z)

and the thesis follows by the arbitrariness of N . 2

1.6 Convergence of minimum problems

We �rst give a general convergence theorem, and subsequently state a �ner the-

orem for next-to-nearest neighbour interactions.

1.6.1 Limit continuum minimum problems

From Theorem 1.12 we immediately deduce the following theorem.

Theorem 1.13 Let En and F be given by Theorem 1.12, let f 2 L
1(0; L) and

d > 0. Then the minimum values

mn = min
n
En(u) +

Z
L

0

fu dt : u(0) = 0; u(L) = d

o
(1.46)

converge to

m = min
n
F (u) +

Z
L

0

fu dt : u(0) = 0; u(L) = d

o
; (1.47)

and from each sequence of minimizers of (1.46) we can extract a subsequence
converging to a minimizer of (1.47).

Proof Since the sequence of functionals (En) is equi-coercive, it su�ces to show

that the boundary conditions do not change the form of the �-limit; i.e., that for

all u 2W1;p(0; L) such that u(0) = 0 and u(L) = d and for all " > 0 there exists

a sequence un such that un(0) = 0, un(L) = d and lim supnEn(un) � F (u) + ".

Let vn ! u in L1(0; L) be such that limnEn(vn) = F (u). With �xed � > 0

and N 2N let Kn 2N be such that

lim
n
Kn�n =

�

N
:

For all l 2 f1; : : : ; Ng let �N;ln : [0; L] ! [0; 1] be the piecewise-a�ne function

de�ned by �N;ln (0) = 0,

�
N;l

n

0

=

(
1=(Kn�n) on ((l � 1)Kn�n; lKn�n)

�1=(Kn�n) on ((n � lKn)�n; (n� lKn +K � n)�n)

0 otherwise.

Let

u
N;l

n = �
N;l

n vn + (1� �
N;l

n )u:

We have

En(u
N;l

n
) � En(un) + c

�Z �+K�n

0

(1 + ju0jp) dt+
Z L

L���K�n

(1 + ju0jp) dt
�



Convergence of minimum problems 17

+c
�Z

((l�1)Kn�K)�n;(lKn+K)�n)\(0;L)

ju0njp dt

+

Z
((n�lKn�K)�n;(n�lKn+Kn+K)�n)\(0;L)

jv0njp dt

+

Z
L

0

1

(Kn�n)p
jvn � ujp

�

� En(un) + c

�Z 2�

0

(1 + ju0jp) dt+
Z L

L�2�

(1 + ju0jp) dt
�

+c
�Z

(((l�2)�=N;((l+1)�=N)[(L�(l+1)�=N;L�(l�2)�=N))\(0;L)

jv0njp dt
�

+c
N
p

�p
kvn � ukp

L1(0;L)

for n large enough. Since

NX
l=1

Z
((l�2)�=N;((l+1)�=N)[(L�(l+1)�=N;L�(l�2)�=N)\(0;L)

ju0
njp dt

� 2

Z
L

0

(1 + jv0njp) dt � c;

for all n there exists ln 2 f1; : : : ; Ng such that

En(u
N;ln
n

) � En(vn) + c

�Z 2�

0

(1 + ju0jp) dt+
Z L

L�2�

(1 + ju0jp) dt
�

+
c

N
+ c

N
p

�p
kvn � ukp

L1(0;L)

Setting un = u
N;ln
n we then have

lim sup
n

En(un) � F (u) + c

�Z 2�

0

(1 + ju0jp) dt+
Z L

L�2�

(1 + ju0jp) dt
�
+

c

N
;

and the desired inequality by the arbitrariness of � and N . 2

1.6.2 Next-to-nearest interactions: phase transitions and boundary layers

If the function  giving the limit energy density in Theorem 1.12 is not strictly

convex, converging sequences of minimizers of problems of the type (1.46) may

converge to particular minimizers of (1.47). This happens in the case of next-to-

nearest interactions, where the formula giving  is of particular help.

We examine the case when ~ in (1.22) is not convex and of minimumproblems

(1.46) with f = 0. Upon some change of coordinates it is not restrictive to

examine problems of the form



18 Discrete problems with limit energies de�ned on Sobolev spaces

mn = minfEn(u) : u(0) = 0; u(L) = 0g; (1.48)

and to suppose

(H1) we have

min ~ = ~ (1) = ~ (�1): (1.49)

For the sake of simplicity we make the additional assumptions

(H2) we have

~ (z) > 0 if jzj 6= 1; (1.50)

(H3) there exist unique z+
1
; z

+

2
and z�

1
; z
�

2
such that

 
2(�1) + 1

2

�
 
1(z�

1
) +  

1(z�
2
)
�
= min ~ ; z

�

1
; z
�

2
= �2;

We set

M+ = f(z+
1
; z

+

2
); (z+

2
; z

+

1
)g; M� = f(z�

1
; z
�

2
); (z�

2
; z
�

1
)g (1.51)

M = M+ [M�
: (1.52)

(H4) we have z+
i
6= z

�

j
for all i; j 2 f1; 2g;

(H5) all functions are C1.

Under hypotheses (H1){(H2) Theorem 1.12 simply gives that mn ! 0 and

that the limits u of minimizers satisfy ju0j � 1 a.e. We will see that indeed they

are `extremal' solutions to the problem

minfF (u) : u(0) = 0; u(L) = 0g: (1.53)

The e�ect of the non validity of hypotheses (H3){(H5) is explained in Remark

1.18.

The key idea is that it is energetically convenient for discrete minimizer to

remain close to the two states minimizing ~ , and that every time we have a

transition from one of the two minimal con�gurations to the other a �xed amount

of energy is spent (independent of n). To exactly quantify this fact we introduce

some functions and quantities.

De�nition 1.14. (Minimal energy con�gurations) Let z = (z1; z2) 2 M;
we de�ne uz : Z! R by

u
z(i) =

h
i

2

i
z2 +

�
i�
h
i

2

i�
z1; (1.54)

and uz
n
: �nZ! R by

u
z

n(x
n

i ) = u
z(i)�n (1.55)
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De�nition 1.15. (Crease and boundary-layer energies) Let v : Z ! R.

The right-hand side boundary layer energy of v is

B+(v) = inf
N2N

min
nX
i�0

�
 
2

�
u(i + 2) � u(i)

2

�
+  

1(u(i + 1)� u(i))�min ~ 
�

: u :N [ f0g ! R; u(i) = v(i) if i � N

o
;

The left-hand side boundary layer energy of v is

B�(v) = inf
N2N

min
nX
i�0

�
 
2

�
u(i)� u(i� 2)

2

�
+  

1(u(i) � u(i� 1)) �min ~ 
�

: u : �N [ f0g ! R; u(i) = v(i) if i � �N
o
;

Let v� : Z! R. The transition energy between v� and v+ is

C(v�; v+) = inf
N2N

min
nX
i2Z

�
 
2

�
u(i+ 2)� u(i)

2

�
+  

1(u(i + 1)� u(i)) �min ~ 
�

: u : Z! R; c� 2 R; u(i) = v
�(i) + c

� if � i � N

o
:

Remark 1.16 Condition (H4) implies that

C(uz
+

; u
z
�

) > 0; C(uz
�

; u
z
+

) > 0

if z� 2M�.

We can now describe the behaviour of minimizing sequences for (1.46).

Theorem 1.17 Suppose that (H1){(H5) hold. We then have:
(Case n even) The minimizers (un) of (1.46) for n even converge, up to

subsequences, to one of the functions

u+(x) =

�
x if 0 � x � L=2

L� x if L=2 � x � L,
u�(x) =

�
�x if 0 � x � L=2

�(L � x) if L=2 � x � L
:

Let

D := min
n
B+(u

z
+

) + C(uz
+

; u
z
�

) + B�(u
z
�

);

B+(u
z
�

) +C(uz
�

; u
z
+

) +B�(u
z
+

) : z+ 2M+
; z� 2M�g:

If (un) converges (up to subsequences) to u� then there exist z+ 2 M+
; and

z� 2M� such that

D = B+(u
z
+

) + C(uz
+

; u
z
�

) + B�(u
z
�

) (1.56)
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and
En(un) = D �n + o(�n): (1.57)

(Case n odd) In the case n odd the same conclusions hold, upon substituting
terms of the form

B+(u
z
�

) +C(uz
�

; u
z
�

) + B�(u
z
�

)

by terms of the form

B+(u
z
�

) +C(uz
�

; u
z
�

) + B�(u
z� );

where we have set (z1; z2) = (z2; z1).

Proof We only deal with the case n even, as the case n odd is dealt with

similarly.

Let un be a minimizer for (1.46). We may assume that un converge in

W1;p(0; L) and uniformly. By comparison with En(u) we have

En(un) � Lmin ~ + c�n: (1.58)

We can consider the scaled energies

E
1

n
(u) =

1

�n
(En(u) � Lmin ~ ): (1.59)

Note that we have

E
1

n
(u) =

n�2X
i=0

�
 
2

�
ui+2 � ui

2�n

�

+
1

2

�
 
1

�
ui+2 � ui+1

�n

�
+  

1

�
ui+1 � ui

�n

��
�min ~ 

�
+
1

2

�
 
1

�
un � un�1

�n

�
+  

1

�
u1 � u0

�n

��
�min ~ : (1.60)

From (1.58) and (1.60) we deduce that

n�2X
i=0

�
 
2

�
un(x

n

i+2
)� un(x

n

i
)

2�n

�

+
1

2

�
 
1

�
un(x

n

i+2)� un(x
n

i+1)

�n

�
+  

1

�
un(x

n

i+1)� un(x
n

i )

�n

��
�min ~ 

�
� c:

We infer that for every � > 0 we have that if we denote by In(�) the set of indices

i such that

 
2

�
un(x

n

i+2
) � un(x

n

i
)

2�n

�
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+
1

2

�
 
1

�
un(x

n

i+2
) � un(x

n

i+1
)

�n

�
+  

1

�
un(x

n

i+1
)� un(x

n

i
)

�n

��
� min ~ + �

then

sup
n

In(�) < +1:

Let " = "(�) be de�ned so that if

 
2

�
z1 + z2

2

�
+
1

2

�
 
1(z1) +  

1(z2)
�
�min ~ � �

then

dist ((z1; z2);M) � "(�):

Choose � > 0 so that

2"(�) < minfjz+ � z�j; z+ 2M+
; z� 2M�g:

We then deduce that if i � 1; i 62 In(�) then there exists z 2M such that

����un(xni+1
) � un(x

n

i
)

�n

;
un(x

n

i+2
)� un(x

n

i+1
)

�n

�
� z
��� � "

and ����un(xni ) � un(x
n

i�1
)

�n
;
un(x

n

i+1
) � un(x

n

i
)

�n

�
� z

��� � "

Hence, there exist a �nite number of indices 0 = i0 < i1 < i2 < � � � < iNn
= n

such that for all j = 1; : : : ; Nn there exists zn
j
2M such that for all i 2 fij�1 +

1; : : : ; ij � 1g we have
����un(xni+1

) � un(x
n

i
)

�n
;
un(x

n

i+2
) � un(x

n

i+1
)

�n

�
� znj

��� � ":

Let fj0; j1; : : : ; jMn
g be the maximal subset of fi0; i1; : : : ; iNn

g de�ned by the

requirement that if zn
jk
2 M� then z

n

jk+1
2 M�. Note that in this case we

deduce that En(un) � cMn, so that Mn are equi-bounded. Upon choosing a

subsequence we may then suppose Mn = M independent of n, and also that

x
n

jk
! xk 2 [0; L] and zn

jk
= zk. By the arbitrariness of � we deduce that

limn un = u, and u is characterized by u(0) = u(L) = L and u
0 = �1 on

(xk�1; xk), the sign determined by whether zk 2 M+ or zk 2 M+. Let y0 =

0; y1; : : : ; yN = L be distinct ordered points such that fyig = fxkg (the set of

indices may be di�erent if xk = xk+1 for some k). Choose indices k1; : : : ; kN
such that xn

kj
! (yj�1 + yj)=2. Let zj be the limit of znjk related to the interval

(yj ; yj+1). We then have, for a suitable continuous ! : [0;+1)! [0;+1),

k1�2X
i=0

�
 
2

�
un(x

n

i+2
)� un(x

n

i
)

2�n

�
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+
1

2

�
 
1

�
un(x

n

i+2
)� un(x

n

i+1
)

�n

�
+  

1

�
un(x

n

i+1
) � un(x

n

i
)

�n

��
�min ~ 

�
� B+(u

z1)� !(")

kj+1�2X
i=kj

�
 
2

�
un(x

n

i+2
)� un(x

n

i
)

2�n

�

+
1

2

�
 
1

�
un(x

n
i+2

)� un(x
n
i+1

)

�n

�
+  

1

�
un(x

n
i+1

) � un(x
n
i
)

�n

��
�min ~ 

�
� C(uzj ; uzj+1)� !(") for all j 2 f1; : : : ; N � 1g;

n�2X
i=kN

�
 
2

�
un(x

n

i+2
) � un(x

n

i
)

2�n

�

+
1

2

�
 
1

�
un(x

n

i+2
)� un(x

n

i+1
)

�n

�
+  

1

�
un(x

n

i+1
) � un(x

n

i
)

�n

��
�min ~ 

�
� B�(u

zN )� !("):

By the arbitrariness of " and the de�nition of D we easily get lim infnE
1
n(un) �

D, and by Remark 1.16 that if u 6= u� then lim infnE
1

n
(un) > D.

It remains to show that lim supnE
1

n
(un) � D; i.e., for every �xed � > 0

to exhibit a sequence un such that un(0) = un(L) = 0 and lim supnE
1
n(un) �

D + c�. Suppose that

D = B+(u
z
+

) + C(uz
+

; u
z
�

) +B�(u
z
�

);

with z+ = (z+
1
; z

+

2
), z� = (z�

1
; z
�

2
), the other cases being dealt with in the same

way. Let � > 0 be �xed and let N 2 N, v+; v�; v : Z! R be such that

v+(i) = u
z
+

(i) for i � N;

v�(i) = u
z
�

(i) for i � �N;

v(i) =

8<
:
u
z
+

(i) for i � �N

u
z
�

(i) for i � N

;

and

X
i�0

�
 
2

�
v+(i + 2)� v+(i)

2

�
+  

1(u(i + 1)� u(i)) �min ~ 
�
� B+(u

z
+

) + �

X
i�0

�
 
2

�
v�(i) � v�(i � 2)

2

�
+  

1(u(i) � u(i � 1))�min ~ 
�
� B�(u

z
�

) + �
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X
i2Z

�
 
2

�
v(i + 2)� v(i)

2

�
+  

1(v(i + 1)� v(i))�min ~ 
�
� C(uz

+

; u
z
�

) + �:

We then set

u(xn
i
) =

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(v+(i) � v+(0))�n if i � N

u
z
+

n
(xn

i
)� v+(0)�n + z

1
n
(xn

i
� x

n

N
)

if N � i � n

2
� N

v

�
i� n

2

�
�n � L

2
if n

2
� N � i � n

2
+ N

u
z
�

n
(xn

n�i
)� v�(0)�n + z

2
n
(xn

i
� x

n

n�N
)

if n

2
+ N � i � n�N

(v�(n� i) � v�(0))�n if n�N � i � n,

where

z
1

n =
u
z
+�

n

2

�
�n � L

2
+ v+(0)�n�

n

2
� 2N

�
�n

z
2

n
=
u
z
��

n

2

�
�n +

L

2
+ v�(0)�n�

n

2
� 2N

�
�n

:

Note that limn z
1
n = limn z

2
n = 0. Using (H5) we easily get the desired inequality.

2

Remark 1.18 From the proof above it can be easily seen that hypotheses (H3){

(H5) may be relaxed at the expense of a heavier notation and some changes in

the results. Clearly, if (H3) does not hold then the sets of minimal pairs M+,

M� are larger, and the de�nition of D must be changed accordingly, possibly

taking into account also more than one transition.

If hypothesis (H4) does not hold then C(uz
+

; u
z
�

) = C(uz
�

; u
z
+

) = 0 for

some z+ 2 M+, z� 2 M�. In this case the energetic analysis of E1
n is not

su�cient to characterize the minimizers, as we have no control on the number

of transitions between u0 = 1 and u0 = �1.
Condition (H5) has been used to construct the recovery sequence (un). It

can be relaxed to assuming that ~ is smooth at �1; more precisely, it su�ces to

suppose that

lim
z!�1

~ (z) �min ~ 

jz � 1j = 0: (1.61)

If this condition does not hold the value D is given by a more complex formula,

where we take into account also the values at 0 of the solutions of the boundary

layer terms.
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The proof of Theorem 1.17 easily yields the corresponding �-limit result for

E
1

n
. We leave the details to the reader.

1.7 More examples

In this section we examine some situations when some of the hypotheses consid-

ered hitherto are relaxed. Namely,

(i) (weak nearest-neighbour interactions) when the condition

 
1

n
(z) � c0(jzjp � 1)

does not hold. In this case, the limit energy may be de�ned on a set of vector

functions;

(ii) (very-long-range interactions) when the energy En takes into account

interactions up to the order Kn with Kn ! +1. In this case, the limit energy

may be non-local;

(iii) (non spatially homogeneous interactions) when the interaction between

ui and ui+j may depend also on i. In this case a homogenization process may

take place.

For the sake of presentation we will explicitly treat only the case of quadratic

energies, of the form

En(u) =

KnX
j=1

n�jX
i=0

�n�
j;i

n

�
ui+j � ui

j�n

�2
; (1.62)

with �j;i
n
> 0 and 1 � Kn � n.

Remark 1.19 In the case when �j;in = �
j , Kn = K and �1 > 0 then the �-limit

in Theorem 1.4 of En is given by

F (u) = �

Z
L

0

ju0j2 dt; where � =

KX
j=1

�
j
:

The same conclusion holds if �j;in = �
j , Kn = n, �1 > 0, and � =

P
1

j=1
�
j .

1.7.1 Weak nearest-neighbour interactions: multiple-density limits

We only treat the case of next-to-nearest neighbour interactions with weak

nearest-neighbour interactions; i.e., in (1.62) we take Kn = 2, �2;in = c2, and

�
1;i
n = an with

lim
n

an

�2n

= c1:

The energies we consider take the form

En(u) = c2

n�2X
i=0

�n

�
ui+2 � ui

2�n

�2
+

n�1X
i=0

�nan

�
ui+1 � ui

�n

�2
: (1.63)
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For all n un 2 An(0; L), we consider the functions un;e; un;o : f0; : : : ; [n=2]g!
R, de�ned by

un;e(i) = un(2i�n); un;o(i) = un((2i + 1)�n)

(for simplicity, un(x
n
i
) = un(L) if i > n), which take into account the values of

un on even and odd points, respectively. Note that the energy En(un) can be

identi�ed with an energy En(un;e; un;o) de�ned by

En(un;e; un;o) = c2

[n=2]�1X
i=0

�n

�
un;e(i + 1)� un;e(i)

2�n

�2

+c2

[n=2]�1X
i=0

�n

�
un;o(i + 1) � un;o(i)

2�n

�2

+

[n=2]�1X
i=0

�nan

�
un;o(i) � un;e(i)

�n

�2

+

[n=2]�1X
i=0

�nan

�
un;o(i) � un;e(i + 1)

�n

�2
: (1.64)

We say that the sequence (un) converges (in L
1(0; L)) to u to the pair (ue; uo)

if the piecewise-a�ne interpolates ~un;e; ~un;o de�ned by

~u0n;e =
un;e(i + 1)� un;e(i)

2�n
on (x2in ; x

2i+2

n );

~u0
n;o

=
un;o(i + 1)� un;o(i)

2�n
on (x2i

n
; x

2i+2

n
);

respectively, converge to (ue; uo), respectively. We then have the following result.

Theorem 1.20 The energies En �-converge with respect to the convergence of
un to (ue; uo), to the functional

F (ue; uo) =

8>>>><
>>>>:

1

2
c2

Z
L

0

ju0ej2 dt+
1

2
c2

Z
L

0

ju0oj2 dt+ c1

Z
L

0

jue � uoj2 dt
if ue; uo 2 H1(0; L)

+1 otherwise.

If c1 = +1 the formula above is understood to mean that F (ue; uo) = +1 if
ue 6= uo, so that, having set u = ue = uo we recover for F the form

F (u) =

8><
>:
c2

Z L

0

ju0j2 dt if u 2 H1(0; L)

+1 otherwise.
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Proof It su�ces to treat the case an = c1�
2

n
with c1 < +1, as all the others

are easily obtained from that by a comparison argument. To obtain the liminf

inequality, it su�ces to use Theorem 1.3 for the �rst two terms in (1.64) and

note that each of the last two terms converges to

1

2
c1

Z
L

0

jue � uoj2 dt;

as the convergence of ~un;e; ~un;o to (ue; uo), respectively, is uniform.

The limsup inequality is obtained by direct computations on piecewise-a�ne

functions, and then reasoning by density as usual. 2

1.7.2 Very-long interactions: non-local limits

For all n 2 N let �n : �nZ ! [0;+1). We consider the following form of the

discrete energies

En(u) =
X

x;y2�nZ\[0;L]

x6=y

�n�n(x� y)
�
u(x)� u(y)

x� y

�2
(1.65)

de�ned for u : �nZ! R. Note that we may assume that �n is an even function,

upon replacing �n(z) by ~�n(z) = (1=2)(�n(z) + �n(�z)). We will tacitly make

this simplifying assumption in the sequel.

We will consider the following hypotheses on �n:

(H1) (equi-coerciveness of nearest-neighbour interactions) infn �n(�n) > 0;

(H2) (local uniform summability of �n) for all T > 0 we have

sup
n

X
x2�nZ\(0;T )

�n(x) < +1:

Remark 1.21 Note that (H2) can be rephrased as a local uniform integrability

property for �n�n on R2: for all T > 0

sup
n

X
x;y2�nZ

x 6=y;jxj;jyj�T

�n�n(x� y) < +1:

As a consequence, if (H2) holds then, up to a subsequence, we can assume that

the Radon measures

�n =
X

x;y2�nZ; x 6=y

�n�n(x� y)�(x;y)

(�z denotes the Dirac mass at z) locally converge weakly in R2 to a Radon

measure �0, and that the Radon measures
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�n =
X

z2�nZ

�n(z)�z

locally converge weakly in R to a Radon measure �0. These two limit measures

are linked by the relation

�0(A) =
1p
2

Z
R

jAsjd�0(s); (1.66)

where jAsj is the Lebesgue measure of the set

As = ft 2 R : (s(e1 � e2) + t(e1 + e2))=
p
2 2 Ag:

If (H1) holds then we have the orthogonal decomposition

�0 = �1 + c1�0; (1.67)

for some c1 > 0 and a Radon measure �1 on R. We also denote

� = �0 (R2 n�) (1.68)

(the restriction of �0 to R2 n�), where � = f(x; x) : x 2 Rg. By the decompo-

sition above, we have

�0 = �+
1p
2
c1H1 �;

where H1 stands for the 1-dimensional Hausdor� measure.

The main result of this section is the following.

Theorem 1.22. (Compactness and representation) If conditions (H1) and
(H2) hold, then there exist a subsequence (not relabeled), a Radon measure � on
R2 and a constant c1 > 0 such that the energies En �-converge to the energy F
de�ned on L1(0; L) by

F (u) =

8><
>:
c1

Z
(0;L)

ju0j2 dt+
Z
(0;L)2

�
u(x)� u(y)

x� y

�2
d�(x; y) if u 2W 1;2(0; L)

+1 otherwise,
(1.69)

wit respect to convergence in measure and L1(0; L), where the measure � and c1
are given by (1.68) and (1.67), respectively.

Proof Upon passing to a subsequence we may assume that the measures �n in

Remark 1.21 converge to �0. Then, � and c1 given by (1.68) and (1.67) are well

de�ned. Hence, it su�ces to prove the representation for the �-limit along this

sequence.
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We begin by proving the liminf inequality. Let un ! u in L1(0; L) be such

that sup
n
En(un) < +1. By hypothesis (H1), the sequence un converges weakly

in W 1;2((0; L).

With �xed m 2N, we have the equality

En(un) =
X

x;y2�nZ\[0;L]

jx�yj�1=m; x6=y

�n(x� y)�n

�
un(x)� un(y)

x� y

�2

+
X

x;y2�nZ\[0;L]

jx�yj>1=m

�n(x� y)�n

�
un(x)� un(y)

x� y

�2

=: I1n(un) + I
2

n
(un): (1.70)

We now estimate these two terms separately.

We �rst note that there exist positive �n converging to 0 such that

lim
n

2

[�n=�n]X
k=1

�n(�nk) � c1 �
1

m
:

Let (a; b) � (0; L). For all N 2N and for n large enough we then have

I
1

n(un) �
X

x;y2�nZ\(a;b)

jx�yj��n; x 6=y

�n�n(x� y)
�
un(x) � un(y)

x� y

�2

�
NX
i=1

2

[�n=�n]X
k=1

X
x;y2�nZ\(yi�1 ;yi)

jx�yj=�nk

�n�n(�nk)
�
un(x)� un(y)

x� y

�2

�
NX
i=1

2

[�n=�n]X
k=1

(b� a)

N
�n(�nk)

�
u(yi)� u(yi�1)

yi � yi�1

�2
+o(1)

as n!1, where we have set

yi = a+
i

N
(b� a);

we have used the fact that un ! u uniformly and the convexity of z 7! z
2. This

shows that

lim inf
n

I
1

n
(un) �

�
c1 �

1

m

�Z
(a;b)

ju0j2 dt:

From this inequality we obtain that

lim inf
n

I
1

n(un) �
�
c1 �

1

m

�Z
(0;L)

ju0j2 dt:
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As for the second term, for all � > 0 let �� = f(x; y) 2 R2 : jx� yj > �g.
Note that the convergence

un(x)� un(y)

x� y
�! u(x)� u(y)

x� y

is uniform on (0; L)2 n��, so that, by the weak convergence of �n we have

lim inf
n

I
2

n
(un) �

Z
(0;L)2n�1=m

�
u(x)� u(y)

x� y

�2
d�(x; y):

By summing up all these inequalities and letting m! +1 we eventually get

lim inf
n

En(un) � c1

Z
(0;L)

ju0j2 dt+
Z
(0;L)2

�
u(x)� u(y)

x� y

�2
d�(x; y):

To prove the limsup inequality it su�ces to show it for piecewise-a�ne func-

tions, since this set is strongly dense in the space of piecewise W 1;2 functions.

In this case it su�ces to take un = u. 2

1.7.3 Homogenization

We only treat the case of nearest-neighbour interactions; i.e., in (1.62) we take

Kn = 1 and �1;in = �i with i 7! �i de�ning a M -periodic function Z! R:

�i+M = �i:

The energies we consider take the form

En(u) =

n�1X
i=0

�n�i

�
ui+1 � ui

�n

�2
: (1.71)

Theorem 1.23 The energies En �-converge to the energy de�ned by

F (u) =

8><
>:
�

Z L

0

ju0j2 dt if u 2 H1(0; L)

+1 otherwise,

where

� =M

� MX
i=1

1

�i

�
�1

:

Proof Note that

� = min
n
M

MX
i=1

�iz
2

i :

MX
i=1

zi = 1
o
;
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so that

�z
2 = min

n
M

MX
i=1

�iz
2

i
:

MX
i=1

zi = z

o
:

We then immediately have

n�1X
i=0

�n�i

�
ui+1 � ui

�n

�2
�

[n=M ]�1X
i=0

M�n�

�
uM(i+1) � uMi

M�n

�2
;

which gives the liminf inequality.

The limsup inequality for the function u(x) = zx is obtained by choosing un
de�ned by

un(x
n

i
) = �z�n

iX
k=0

1

�k
:

2

1.8 Energies depending on second di�erence quotients

We consider the case of energies

En(u) =

n�1X
i=1

�nf

�
ui+1 � 2ui + ui�1

�2
n

�
; (1.72)

with f convex and such that c1(jzjp � 1) � f(z) � c2(1 + jzjp) (p > 1).

In this case we identify the discrete function u with a function in W 2;p(0; L).

Given the values ui�1; ui; ui+1 we de�ne the function u on the interval

I
n

i
=
�
x
n

i�1
+ x

n

i

2
;
x
n

i+1
+ x

n

i

2

�
=
�
x
n

i
� �n

2
; x

n

i
+
�n

2

�

(i 2 f1; : : : ; n� 1g) by

u(t) =
ui + ui�1

2
+
ui � ui�1

�n

�
t� x

n

i�1
+ x

n

i

2

�

+
ui+1 � 2ui + ui�1

2�2
n

�
t� x

n

i�1
+ x

n

i

2

�2
(1.73)

Note that

u
00 =

ui+1 � 2ui + ui�1

�2
n

on Ini ;

and

u

�
x
n

i�1
+ x

n

i

2

�
=
ui + ui�1

2
; u

0

�
x
n

i�1
+ x

n

i

2

�
=
ui � ui�1

�n
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u

�
x
n
i
+ x

n
i+1

2

�
=
ui+1 + ui

2
; u

0

�
x
n
i
+ x

n
i+1

2

�
=
ui+1 � ui

�n

:

Finally, we set

u(t) =
u1 + u0

2
+
u1 � u0

�n

�
t� �n

2

�

on (0; �n=2) and

u(t) =
un + un�1

2
+
un � un�1

�n

�
t� L� �n

2

�

on (L � (�n=2); L). In this way u 2 C
1(0; L) and u

00 is piecewise constant, so

that u 2W 2;p(0; L) (actually, u 2W 2;1(0; L)). Moreover,

En(u) =

Z L

0

f(u00) dt: (1.74)

We have the following result.

Theorem 1.24 With the identi�cation above, the energies En �-converge as
n! +1 to the functional

F (u) =

8<
:
Z
(0;l)

f(u00) dt if u 2W 2;p(0; L)

+1 otherwise

with respect to the convergence in L1(0; L) and weak in W 2;p(0; L).

Proof Let un ! u in L1(0; L) and supnEn(un) < +1. Then we have

sup
n

�Z L

0

(junj+ ju00njp) dt
�
< +1:

By interpolation, we deduce that supn kunkW2;p(0;L) < +1; hence un * u

weakly in u 2W 2;p(0; L). In particular u00n * u
00 in Lp(0; L), so that

F (u) =

Z
(0;l)

f(u00) dt � lim inf
n

Z
(0;l)

f(u00n) dt = lim inf
n

En(un):

If u 2 C2([0; L]) then, upon choosing (un)i = u(xn
i
) we have un ! u and

En(un) =

Z
(0;l)

f(u00 + o(1)) dt;

so that limnEn(un) = F (u). For a general u 2 W
2;p(0; L) it su�ces to use an

approximation argument. 2



2

LIMIT ENERGIES ON DISCONTINUOUS FUNCTIONS: TWO

EXAMPLES

In this chapter we begin dealing with energy density which do not satisfy a

growth condition of polynomial type. We explicitly treat two model situations.

2.1 The Blake Zisserman model

A �nite-di�erence scheme proposed by Blake Zisserman to treat signal recon-

struction problems takes into account (beside other terms of 'lower order') ener-

gies de�ned on discrete functions of the form

En(u) =

nX
i=1

�n n

�
ui � ui�1

�n

�
; (2.1)

with

 n(z) = min
n
z
2
;
�

�n

o
; (2.2)

for some � > 0. An interesting interpretation of the energy density  n can

be given also as relative to the energy between two neighbours in an array of

material points connected by springs. In this case the springs are quadratic until

a threshold, after which they bear no response to traction (broken springs).

Note that the energies above do not �t in the framework of the previous

chapter, as they do not satisfy a growth condition of order p from below. Note

moreover that no interesting result can be obtained by taking into account the

convexi�cations  ��
n

as they are trivially 0.

In this section we will treat the limit of energies modeled on En above. We

�rst de�ne the proper convergence under which such energies are equi-coercive.

2.1.1 Coerciveness conditions

We examine the coerciveness conditions for sequences of (piecewise-a�ne inter-

polations of) functions (un) such that

sup
n

En(un) < +1: (2.3)

For such a sequence, denote by

I
n = fi 2 f1; : : : ; ng : jun(xni )� un(x

n

i�1
)j > ��ng (2.4)

the set of indices such that
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 n(u
0) 6= (u0)2 on (xni�1; x

n

i
); (2.5)

and by

Sn =
[
i2In

(xni�1; x
n

i
) (2.6)

the union of the corresponding intervals.

Note that we have

En(un) =

Z
(0;L)nSn

(u0n)
2
dt+ �#(In); (2.7)

so that by (2.3) we deduce that

sup
n

#(In) � 1

�
sup
n

En(un) < +1: (2.8)

Upon extracting a subsequence, we may assume then that

#(In) = N for all n 2N; (2.9)

with N independent of n. Let tn0 ; : : : ; t
n

N+1
be points in [0; L] such that tn0 = 0,

t
n

N+1
= L, tn

i�1
< t

n

i
and

ftn
i
: i = 1; : : : ; N + 1g = (�nI

n) [ f0; Lg: (2.10)

Upon further extracting a subsequence we may suppose that

t
n

i ! ti 2 [0; L] for all i: (2.11)

Denote the set of these limit points by

S = fti : i = 0; : : : ; N + 1g:

Let � > 0 be �xed; then for n large enough we have

Sn =
[
i2In

�
x
n

i � (0; �n)
�
� S + (��; �): (2.12)

Hence, from (2.7) and (2.11) we deduce that

lim sup
n

Z
(0;L)n(S+(��;�))

(u0n)
2
dt

� sup
n

Z
(0;L)nSn

(u0n)
2
dt � sup

n

En(un) < +1: (2.13)

We deduce that for every � > 0 un 2 W 1;2((0; L)n (S+(��; �))) and, if for every
i = 0; : : : ; N we have
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lim inf
n

�
ess-inffjun(t)j : t 2 (tn

i
+ �; t

n

i+1
� �)g

�
< +1; (2.14)

then (un) is weakly precompact inW 1;2(tn
i
+�; tn

i+1
��) by Poincar�e's inequality.

Let u be its limit de�ned separately on each (tn
i
+�; tn

i+1
��). By the arbitrariness

of � we have that u can be de�ned on (0; L) n S, and hence a.e. on (0; L). By

this construction u 2 W
1;p

loc
((0; L) n S). Moreover, by (2.13) we deduce that for

all � > 0Z
(0;L)n(S+(��;�))

(u0)2 dt � lim inf
n

Z
(0;L)n(S+(��;�))

(u0n)
2
dt � sup

n

En(un); (2.15)

which gives a bound independent of �, so that by the arbitrariness of � > 0 we

deduce that u 2W1;p((0; L) n S).
We now introduce the following notation.

De�nition 2.1 The space P-W1;p(0; L) of piecewise-Sobolev functions on (0; L)

is de�ned as the set of functions u 2 L
1(0; L) such that a �nite set S � (0; L)

exists such that u 2W1;p((0; L) nS). The minimal such set S is called the set of
discontinuity points of u and denoted by S(u). For such u we regard the derivative
u
0 2 Lp(0; L) as de�ned a.e. and coinciding with its usual de�nition outside S.

We then have the following compactness result.

Theorem 2.2 Let (un) be a sequence of functions such that supnEn(un) <

+1 and such that (un) is bounded in measure. Then there exists a function
u 2 P-W 1;2(0; L) such that un ! u in measure. Moreover there exists a �nite
set S such that un * u weakly in W

1;p

loc
((0; L) n S).

Proof The proof is contained in (2.4){(2.15) above, once we remark that bound-

edness in measure implies (2.14). 2

2.1.2 Limit energies for nearest-neighbour interactions

From the reasonings above we easily deduce a �rst convergence result.

Theorem 2.3 Let En be given by (2.1){(2.2). Then En converge with respect to
the convergence in measure and in L1(0; L) to the energy

F (u) =

8><
>:
Z L

0

ju0j2 dt+ �#(S(u)) if u 2 P-W 1;2(0; L)

+1 otherwise

(2.16)

in L1(0; L).

Proof Let un ! u in measure. Then by (2.7){(2.15) it remains to show that

#(S(u)) � lim infn#(In). This follows immediately from the facts that S(u) �
S, and that, in the notation of (2.7){(2.15), #(S) � N = limn#(In).

As for the limsup inequality, it su�ces to remark that if we take un = u 2
P-W1;1(0; L) then for n large En(un) � F (u). For a general u we may proceed

by density. 2
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From the lower semicontinuity properties of �-limits we immediately have

the following corollary.

Corollary 2.4 The functional F in (2.16) is lower semicontinuous with respect
to the convergence in measure and in L1(0; L).

Remark 2.5 In Theorem 2.3 we can also consider the weak�-convergence of un.

2.1.3 Equivalent energies on the continuum

The �rst di�erence that meets the eye in Theorem 2.3 from the theory developed

for energy densities with polynomial growth is that we have two di�erent parts of

the energy densities  n that give rise to a bulk and a jump energy, respectively.

In particular we cannot simply substitute the di�erence quotient by a derivative,

or the function  n by its convexi�cation. A continuum counterpart of En is

immediately obtained if we consider a di�erent identi�cation, other than the

piecewise-a�ne one, for a discrete functions u : fxn
0
; : : : ; x

n
n
g ! R: using the

notation

I
n(u) = fi 2 f1; : : : ; ng : ju(xni )� u(xni�1)j > ��ng (2.17)

we may extend u to the whole (0; L) by setting

u(t) =

8>><
>>:
ui�1 +

ui � ui�1

�n
(t� x

n

i ) if t 2 (xn
i�1

; x
n

i
), i 62 In(u)

ui�1 if xn
i�1

� x � x
n

i�1
+ �n

2
, i 2 In(u)

ui if xn
i
� �n

2
� x � x

n

i
, i 2 In(u).

(2.18)

Note that such extension of u belongs to P-W 1;2(0; L),

S(u) =
n
x
n

i �
�n

2
: i 2 In(u)

o
; (2.19)

and we have the identi�cation

En(u) = F (u): (2.20)

In this sense, F is the continuum counterpart of each En.

2.1.4 Limit energies for long-range interactions

We now investigate the limit of superpositions of energies of the form (2.1). Let

(�j) and (�j) be given sequences of non-negative numbers. We suppose that if

�j�j = 0 then �j = �j = 0. We de�ne the energy densities

 
j

n(z) = min
n
�jz

2
;
�j

�n

o
(2.21)

and the energies

En(u) =

nX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
(2.22)



36 Limit energies on discontinuous functions: two examples

Theorem 2.6 Suppose that

�1 > 0; �1 > 0: (2.23)

Let �; � 2 (0;+1] be de�ned by

� =

1X
j=1

�j ; � =

1X
j=1

j�j : (2.24)

Then the energies En �-converge with respect to the convergence in measure and
in L1(0; L) to the functional F given by

F (u) =

8><
>:
�

Z
L

0

ju0j2 dt+ �#(S(u)) if u 2 P-W 1;2(0; L)

+1 otherwise

(2.25)

in L1(0; L), where it is understood that if � = +1 then F (u) = +1 if S(u) 6= ;,
and that if � = +1 then F (u) = +1 if u0 6= 0 a.e.

Proof Preliminarily note that by (2.23) we have that the �-limit (exists and)

is +1 outside P-W 1;2(0; L).

With �xed K 2 N consider for n � K the energies

E
K

n
(u) =

KX
j=1

n�jX
i=0

�n 
j

n

�
ui+j � ui

j�n

�
; (2.26)

so that

E
K

n (u) � En(u): (2.27)

For all j = 1; : : : ;K and k = 0; : : : ; j � 1 let

E
j;k

n (u) =

[n=j]�2X
i=0

�n 
j

n

�
uk+(i+1)j � uk+ij

j�n

�
; (2.28)

so that

E
K

n
(u) �

KX
j=1

j�1X
k=0

E
j;k

n
(u): (2.29)

Note that proceeding as in the proof of Theorem 2.3 by interpreting Ej;k
n as an

energy on the lattice j�nZ+k�n, we easily get that E
j;k

n �-converge as n! +1
to the functional F j (independent of k) given by

F
j(u) =

8><
>:
�j

j

Z L

0

ju0j2 dt+ �j#(S(u)) if u 2 P-W 1;2(0; L)

+1 otherwise.

(2.30)
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We then immediately get the following liminf inequality: if un ! u then

lim inf
n

En(un) � lim inf
n

E
K

n
(un)

�
KX
j=1

j�1X
k=0

lim inf
n

E
j;k

n
(un)

�
KX
j=1

jF
j(u) =

KX
j=1

Z
L

0

ju0j2 dt+
KX
j=1

j�j#(S(u)):

The desired inequality is obtained by letting K ! +1, and using the Monotone

Convergence Theorem.

Let now u 2 P-W 1;2(0; L) be such that F (u) < +1. Consider �rst the

case � < +1, � < +1. By a density argument it su�ces to consider the case

u 2 P-W1;1(0; L). In this case we can choose un = u, and note that

lim sup
n

En(un) �
KX
j=1

j lim
n
F
j(un) + c

1X
j=K+1

�
�jku0k21 + j�j#(S(u))

�
:

In the case when � = +1 it su�ces to compare with the convex case as  j
n
(z) �

�jz
2. When � = +1 F is �nite only on piecewise-constant u, for which we take

un = u and the computation is straightforward. 2

2.1.5 Boundary value problems

In contrast to what happened to functionals with limits de�ned on Sobolev

spaces, the coerciveness conditions at our disposal do not guarantee that min-

imizers satisfying some boundary conditions converge to a minimizer satisfying

the same boundary condition. We have thus to relax the notion of boundary

values.

We consider boundary value problems given in two ways.

(I) Interaction at the boundary: we �x two values U0 and UL and add to

the energy En the constraint u(0) = U0, u(L) = UL;

(II) Interaction through the boundary: we �x � : R ! R and add to

En the `boundary value term'

Bn(u) =

n+KnX
j=1

�1X
i=maxf�j;�Kng

�n 
j

n

�u(xn
i+j

) � �(xn
i
)

j�n

�

+

n+KnX
j=1

minfn+j;n+KngX
i=n+1

�n 
j

n

��(xni )� u(xni�j)

j�n

�
;

which corresponds to setting u = � outside [0; L] and to considering the energy

of this extension on an enlarged interval with an addition of a `layer' of size

Kn�n on both sides of the interval.
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We �rst treat the case (II). For the sake of simplicity we consider the case

when �j = 0 for j > K, and we choose Kn = K. In this case our energy En+Bn

can be written as

~En(u) =

KX
j=1

nX
i=�j

�n 
j

n

�
ui+j � ui

j�n

�
; (2.31)

with the constraint

ui = �(xi
n
) for i 2 f�K; : : : ;�1g [ fn+ 1; : : : ; n+Kg (2.32)

Theorem 2.7 Let � : R ! R be a continuous function. Let ~En be given by
(2.31){(2.32). Then ~En �- converges to the functional ~F given by

~F (u) =

8>>>><
>>>>:
�

Z
L

0

ju0j2 dt+ �#(fx 2 [0; L] : u(x+) 6= u(x�)g)
if u 2 P-W 1;2(0; L)

+1 otherwise,

(2.33)

where

� =

KX
j=1

�j ; � =

KX
j=1

�j;

and we have set
u(0�) = �(0); u(L+) = �(L): (2.34)

Proof Let En(v; (�L; 2L)) be de�ned by

En(v; (�L; 2L)) =
KX
j=1

2n�jX
i=�n

�n 
j

n

�
vi+j � vi

j�n

�
:

the choice of the interval (�L; 2L) has been done only for convenience of no-

tation; indeed any open interval containing [0; L] would do. By the previous

results En(�; (�L; 2L)) �-converges to the functional F (�; (�L; 2L)) with domain

P-W 1;2(�L; 2L) and de�ned there by

F (v; (�L; 2L)) = �

Z
2L

�L

jv0j2 dt+ �#(S(v)):

Let un ! u in measure on (0; L). Let vn be de�ned by

vn(x
n

i ) =

8<
:
�(0) if i < 0

un(x
n

i ) if 0 � i � n

�(L) if i > n,
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and similarly de�ne also v. Note that vn ! v in measure on (�L; 2L). We then

have

lim inf
n

~En(un) = lim inf
n

En(vn; (�L; 2L))
� F (v; (�L; 2L)) = F (u):

To obtain the limsup inequality it su�ces to take un = u. 2

In the case (I) we treat arbitrarily long-range interactions.

Theorem 2.8 Let En be given by (2.22) and let ~En be given by

~En(u) =

�
En(u) if u(0) = U0 and u(L) = UL

+1 otherwise.
(2.35)

Then ~En �- converges to the functional ~F given by

~F (u) =

8>>>><
>>>>:
�

Z
L

0

ju0j2 dt+ �#(S(u)) + �0#(fx 2 f0; Lg : u(x+) 6= u(x�)g)
if u 2 P-W 1;2(0; L)

+1 otherwise,
(2.36)

where

� =

1X
j=1

�j; � =

1X
j=1

j�j; �0 =

1X
j=1

�j; (2.37)

and we have set
u(0�) = U0; u(L+) = UL: (2.38)

Proof We begin with the case j = 1 and with a boundary condition on only

one side (e.g. at 0). Consider the functional

E
0

n
(u) =

�
En(u) if u(0) = U0

+1 otherwise.

As in the proof of Theorem 2.7 we can write

E
0

n(u) = En(v; (�L;L));

where

v(xn
i
) =

�
U0 if i � 0

u(xn
i
) if 0 < i � n

and

En(v; (�L;L)) =
n�1X
i=�n

�n 
1

n

�
ui+1 � ui

�n

�
:
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If un ! u we then obtain

lim inf
n

En(un) � �1

Z L

0

ju0j2 dt+ �1#(S(u)) + �1(1� �0(u(0+) � U0)):

The limsup inequality is immediately obtained by taking un = u.

In the same way we treat the boundary condition at L and the boundary

conditions at both sides.

With �xed K can repeat the same reasoning as above for all j 2 f1; : : : ;Kg
such that �j�j 6= 0 (otherwise the limit is trivial) and obtain that the �-limit of

E
0;j

n
(u) =

8><
>:

n�jX
i=0

�n 
j

n

�
ui+j � ui

�n

�
if u0 = U0

+1 otherwise

as n! +1 is given by

�j

Z
L

0

ju0j2 dt+ j�j#(S(u)) + �j(1 � �0(u(0+)� U0)):

Symmetrically we can treat the case un = UL. The case of boundary condition

on both sides gives that the �-limit of

E
0;L;j

n (u) =

8><
>:

n�jX
i=0

�n 
j

n

�
ui+j � ui

�n

�
if u(0) = U0 and un = UL

+1 otherwise

is

�j

Z
L

0

ju0j2 dt + j�j#(S(u))

+�j(1 � �0(u(0+)� U0)) + �j(1� �0(u(L�) � UL)):

Summing up these considerations we obtain that for all K

�- lim inf
n

~En � �
K

Z L

0

ju0j2 dt

+�K#(S(u)) + �
K

0 #(fx 2 f0; Lg : u(x+) 6= u(x�)g);

where �K =
PK

j=1
�j , �

K =
PK

j=1
j�j and �

K

0
=
PK

j=1
�j. The liminf inequality

is obtained by taking the supremum in K.

The upper inequality is obtained by taking un = u. 2

Remark 2.9 Note that we may have � = +1 but �0 < +1, in which case ~F

is �nite only on W 1;2(0; L) but may be �nite also on functions not matching the

boundary conditions.
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2.1.6 Homogenization

We only treat the case of nearest-neighbour interactions. Let i 7! �i and i 7! �i

de�ne M -periodic functions Z! R:

�i+M = �i; �i+M = �i for all i:

The energies we consider take the form

En(u) =

n�1X
i=0

min
n
�n�i

�
ui+1 � ui

�n

�2
; �i

o
: (2.39)

Theorem 2.10 The energies En �-converge to the energy de�ned by

F (u) =

8><
>:
�

Z
L

0

ju0j2 dt+ �#(S(u)) if u 2 P-W 1;2(0; L)

+1 otherwise,

where

� =M

� MX
i=1

1

�i

�
�1

; � = min
i

�i:

Proof By following the proof of Theorem 1.23 we immediately obtain the liminf

inequality.

In order to construct a recovery sequence for the �-limsup, let u 2 P-W 1;2(0; L)

and de�ne v(t) = u(0+) +
R
t

0
u
0(s) ds. Let vn be a recovery sequence for the �-

limit in Theorem 1.23 computed at v. Let k 2 f0; : : : ;M�1g be such that � = �k.

Then for all t 2 S(u) let jn(t) � k modM be such that jxn
jn(t)

� tj �M�n. Then

the functions

un(x
n

i ) = vn(x
n

i ) +
X

t2S(u): jn(t)�i

(u(t+)� u(t�))

de�ne a recovery sequence for u. 2

2.1.7 Non-local limits

For all n 2 N let �n : jZ! [0;+1). We consider the long-range discrete energies

of Blake Zisserman type

En(u) =
X

x;y2�nZ\[0;L]

x6=y

�n(x� y)	n

�
u(x)� u(y)

x� y

�
(2.40)

de�ned for u : �nZ! R, where

	n(z) = minf�nz2; 1g:

We make the same assumptions on (�n) as in Section 1.7.2.
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Theorem 2.11 If conditions (H1) and (H2) in Section 1.7.2 hold, then there
exist a subsequence (not relabelled), a Radon measure � on R2, a constant c1 > 0

and an even subadditive and lower semicontinuous function ' : R ! [0;+1]

such that the energies En �-converge to the energy F de�ned on L1(0; L) by

F (u) =

8>>>><
>>>>:

c1

Z
(0;L)

ju0j2 dt+
X
S(u)

'([u]) +

Z
(0;L)2

�
u(x)� u(y)

x� y

�2
d�(x; y)

if u is piecewise W 1;2 on [0; L]

+1 otherwise,
(2.41)

where S(u) denotes the set of discontinuity points for u and [u](t) = u(t+)�u(t�)
is the jump of u at t. The measure � and c1 are given by (1.68) and (1.67),
respectively, and the function ' is given by the discrete phase-transition energy

density formula

'(z) = lim inf
m!+1

inf
jwj<jzj

lim
n

min
n X

j;k2Z; j 6=k

�2=m�n�j;k�2=m�n

�n(�n(j � k))	n

�
u(j) � u(k)

�n(j � k)

�
:

u : Z! R; u(j) = 0 if j < � 1

m�n
; u(j) = w if j >

1

m�n

o
(2.42)

for z 2 R.

Remark 2.12 (i) Since ' is subadditive, and it is also non decreasing on [0;+1)

and even, we have that either it is �nite everywhere or '(z) = +1 for all z 6= 0.

In the latter case jumps are prohibited and the domain of F is indeedW 1;2(0; L).

(ii) We will show below that the function ' may be not constant, in contrast

with the case when �n(z) = �(z=�n) for a �xed �.

Proof With �xed m;n 2N the minimum value in (2.42) de�nes an even func-

tion of w which is non-decreasing on [0;+1); hence, by Helly's Theorem there

exists a sequence (not relabeled) f�ng such that these minimum values converge

for all w and for all m. Hence, we can assume, upon passing to this subsequence

f�ng, that the function ' is well de�ned. Upon passing to a further subsequence

we may also assume that the measures �n in Remark 1.21 converge to �0. Then,

� and c1 given by (1.68) and (1.67) are well de�ned as well. Hence, it su�ces

to prove the representation for the �-limit along this sequence, since the sub-

additivity and lower semicontinuity of ' are necessary conditions for the lower

semicontinuity of F .

We begin by proving the liminf inequality. Let un ! u in L1(0; L) be such

that supnEn(un) < +1. By hypothesis (H1), if we set

S
n = fx 2 �nZ : ju(x+ �n)� u(x)j2 > 1=�ng;
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then #Sn is equibounded, and, upon extracting a subsequence, we can suppose

that Sn = fxn
j
: j = 1; : : : ; Ng with N independent of n x

n

1
< x

n

2
< : : : <

x
n

N
and x

n

j
! tj for all j. Set S = ftjg � [a; b]. If fxn

M1
g; : : : ; fxn

M2
g are the

sequences converging to t 2 S then un(x
n

M1
)! u(t�) and un(xnM2

+�n)! u(t+).

Furthermore, the sequence un converges locally weakly in W 1;2((0; L) n S).
For all � > 0 let S� = ft 2 R : dist (t; S) < �g; set also �� = f(x; y) 2 R2 :

jx� yj > �g. Note that the convergence

un(x)� un(y)

x� y
�! u(x)� u(y)

x� y

as n!1 is uniform on (0; L)2 n (S2
�
[��).

With �xed m 2N, we have the inequality

En(un) �
X

x;y2�nZ\[0;L]\S4=m

jx�yj�4=m; x6=y

�n(x� y)	n

�
un(x) � un(y)

x� y

�

+
X

x;y2�nZ\[0;L]nS4=m

jx�yj�4=m; x6=y

�n(x� y)	n

�
un(x)� un(y)

x� y

�

+
X

x;y2�nZ\[0;L]

jx�yj>4=m

�n(x� y)	n

�
un(x)� un(y)

x� y

�

=: I1n(un) + I
2

n(un) + I
3

n(un): (2.43)

The terms I2
n
(un) and I

3

n
(un) can be dealt with as in Section 1.7.2. We now

deal with I1n(un). We �rst note that

I
1

n(un) �
X

t2S(u)

X
x;y2�nZ\[t�(2=m);t+(2=m)]

x6=y

�n(x� y)	n

�
un(x)� un(y)

x� y

�
:(2.44)

We use the notation introduced above for the sets Sn and S: let tj 2 S(u) with
corresponding sequences fxn

M1
g; : : : ; fxn

M2
g converging to tj. We can suppose, up

to a translation and reection argument, that [u](tj) > 0, that

maxfun(x) : x 2 �nZ; tj � (2=m) � x � x
n

M1
g = 0

and that

minfun(x) : x 2 �nZ; xnM2
+ �n � x � tj + (2=m)g = zn;

with zn ! [u](tj). We then have
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X
x;y2�nZ\[tj�(2=m);tj+(2=m)]

x6=y

�n(x� y)	n

�
un(x)� un(y)

x� y

�

� min
n X
x;y2�nZ\[tj�(2=m);tj+(2=m)]

x6=y

�n(x� y)	n

�
v(x) � v(y)

x� y

�
:

v(xn
M1

) = un(x
n

M1
); v(xn

M2
+ �n) = un(x

n

M2
+ �n)

o
� min

n X
x;y2�nZ\[tj�(2=m);tj+(2=m)]

x6=y

�n(x� y)	n

�
v(x) � v(y)

x� y

�
:

v(x) = 0 if x � x
n

M1
; v(x) = zn if x � x

n

M2
+ �n

o
� min

n X
x;y2�nZ\[tj�(2=m);tj+(2=m)]

x6=y

�n(x� y)	n

�
v(x) � v(y)

x� y

�
:

v(x) = 0 if tj �
2

m
� x � tj �

1

m
; v(x) = zn if tj +

1

m
� x � tj +

2

m

o
= min

n X
j;k2Z\[�2=(m�n);2=(m�n)]

j 6=k

�n(�n(j � k))	n

�
v(j) � v(k)

�n(j � k)

�
:

v(j) = 0 if � 2

m�n
� j � � 1

m�n
; v(j) = zn if

1

m�n
� j � 2

m�n

o
: (2.45)

Note that we have used the fact that 	n in non decreasing on (0;+1) so that our

functionals decrease by truncation (namely, when we substitute v by (v_0)^zn).
By taking (2.42) into account and summing up for tj 2 S(u), we obtain

lim inf
n

I
1

n(un) �
X

t2S(u)

'([u](t)) + o(1) (2.46)

as m! +1.

By summing up this inequality to those obtained in Section 1.7.2 and letting

m! +1 we eventually get

lim inf
n

En(un) � c1

Z
(0;L)

ju0j2 dt+
X
S(u)

'([u])

+

Z
(0;L)2

�
u(x)� u(y)

x� y

�2
d�(x; y):

We now prove the limsup inequality. It su�ces to show it for piecewise-a�ne

functions, since this set is strongly dense in the space of piecewise W 1;2 functions.



The Blake Zisserman model 45

We explicitly treat the case when (0; L) is replaced by (�1; 1) and

u(t) =

�
�t if t < 0

�t + z if t > 0

only, as the general case easily follows by repeating the construction we propose

locally in the neighbourhood of each point in S(u). It is not restrictive to suppose

that z > 0, by a reection argument, and that '(z) < +1, otherwise there is

nothing to prove.

Let � > 0, let m 2N with 0 < 1=m < � and let z � (1=m) < zm < z be such

that

'(z) � lim
n
min

n X
x;y2Z;�2=(m�n)�j;k�2=(m�n)

�n(�n(j � k))	n

�
u(j) � u(k)

�n(j � k)

�
:

u : Z! R; u(j) = 0 if j < � 1

m�n
; u(j) = zm if j >

1

m�n

o
��: (2.47)

Then there exist functions vmn : �nZ ! R such that vmn (x) = 0 for x < �1=m,

v
m

n (x) = zm for x > T , 0 � v
m

n � zm and

lim
n

X
x;y2�nZ

�(2=m)�x;y�(2=m)

�n(x � y)	n

�
v
m
n (x)� v

m
n (y)

x� y

�
� '(z) + �:

We set

u
m

n (t) =

8<
:
u(t+ (2=m)) if t < �2=m
v
m
n (t) if �2=m � t � 2=m

u(t� (2=m)) if t > 2=m.

Note that um
n
! u

m in L1((�1; 1) n [�1=m; 1=m]) as n!1, where

u
m(t) =

8><
>:
u(t+ (2=m)) if t < �2=m
0 if �2=m � �1=m
z if 1=m < t � 2=m

u(t� (2=m)) if t > 2=m.

We can then easily estimate

lim sup
n

En(u
m

n )

� lim sup
n

X
x;y2�nZ;x 6=y

�2=m�x;y�2=m

�n(x� y)	n

�
v
m
n (x) � v

m
n (y)

x� y

�

+ lim sup
n

Z
(0;L)2n�2=m

�n(x� y)
1

�n
	n

�
u
m

n
(x)� u

m

n
(y)

x� y

�
d�n
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+ lim sup
n

X
x;y2�nZ\[0;L]; x;y<�1=m; jx�yj�2=m

�n(x� y)	n

�
u
m
n
(x)� u

m
n
(y)

x� y

�

+ lim sup
n

X
x;y2�nZ\[0;L]; x;y>1=m; jx�yj�2=m

�n(x � y)	n

�
u
m
n
(x)� u

m
n
(y)

x� y

�

� '(z) + � +

Z
(0;L)2

�
u
m(x) � u

m(y)

x� y

�2
d�+ c1

Z
(0;L)

ju0j2 dt+ o(1)

as m! +1. Note that we have used the fact that by (1.66) the limit measure �

does not charge @(0; L)2. By choosingm = m(�n) with m(�n)! +1 as n!1,

and setting un = u
m(�n)

n we obtain the desired inequality. 2

In the following examples for simplicity we drop the hypothesis that �n is

even.

Example 2.13 The function ' is not always constant. As an example, take

�n(z) =

(
1 if z = �np
�n if z = �n[1=

p
�n]

0 otherwise.

Then it can be easily seen that the minimum for the problem de�ning ' is

achieved on the function v = z�(0;+1), which gives

'(z) = minf1 + z
2
; 2g:

Note that in this case the �-limit isZ
(0;L)

ju0j2 dt+
X
S(u)

'([u]);

which is local, but not with ' constant.

Example 2.14 If we take

�n(z) =

(
1 if z = �n

4
p
�n if z = �n[1=

p
�n]

0 otherwise

then by using the (discretization of) v = z�(0;+1) as a test function we deduce

the estimate

'(z) � minf1 + 4z2; 5g:

Since the right hand side is not subadditive, which is a necessary condition

for lower semicontinuity, we deduce that the minimum in the de�nition of ' is

obtained by using more than one `discontinuity'.
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Remark 2.15 By the density of the sums of Dirac deltas in the space of Radon

measures on the real line, in the limit functional we may obtain any measure �

satisfying the invariance property

�(A) = �(A+ t(e1 + e2))

for all Borel set A and t 2 R.

Remark 2.16 In the formula de�ning ' we cannot substitute the limit of min-

imum problems on [�2=(m�n); 2=(m�n)] by a transition problem on the whole

discrete line. In fact, if we take

�n(x) =

(
1 if x = �n

1 if x = �n[1=�n]

0 otherwise,

then the two results are di�erent.

Example 2.17 By again taking �n as in the previous remark, we check that in

this case � = (1=
p
2)H1 (r1 [ r�1), where ri = fx� y = ig.

2.2 Lennard Jones potentials

We now consider a function J : R! R [ f+1g modeling inter-atomic interac-

tions, with the properties

(i) J(z) = +1 if z � 0;

(ii) J is smooth on (0;+1);

(iii) limz!0 J(z) = +1.

(iv) J is strictly convex on (0; T );

(v) J is strictly concave on (T;+1);

(vi) limz!+1 J(z) = 0.

Our assumptions are modeled on

J(z) =
k1

z12
� k2

z6
(2.48)

for z > 0 All these conditions can be relaxed, and we refer to the general treat-

ment in the next chapter for weaker assumptions.

Note that hypotheses (ii){(vi) imply that there exists a unique minimum

point, which we denote by M 2 (0; T ), and that minJ < 0.

The energy we will consider are, with �xed K � 1,

En(u) =

KX
j=1

n�jX
i=0

�nJ

�
ui+j � ui

�n

�
: (2.49)

Note the scaling in the argument of J ; in terms of the general form considered

in the previous chapter, we have  j
n
(z) = J(jz).
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2.2.1 Coerciveness conditions

Note that En(u) is �nite only if u is strictly increasing; hence, we can use the

strong compactness properties of increasing functions. In particular, if (un) is

a sequence of functions locally equi-bounded on (0; L) then there exists a sub-

sequence converging in L1

loc
(0; L), and if all functions are equi-bounded (e.g., if

they satisfy some �xed boundary conditions) then there exists a subsequence

converging in L1(0; L) (actually, in Lp(0; L) for all p <1). Note moreover that,

by Helly's Theorem, upon passing to a further subsequence we can obtain con-

vergence everywhere on (0; L).

2.2.2 Nearest-neighbour interactions

We begin by treating the case K = 1; i.e.,

En(u) =

nX
i=1

�nJ

�
ui � ui�1

�n

�
: (2.50)

It is easily seen that the �-limit is �nite on all increasing functions. However,

deferring the general treatment to the next chapter, we characterize the limit

only on P-W1;1(0; L).

Theorem 2.18 The energies En �-converge on P-W1;1(0; L) with respect to the
L
1(0; L) convergence, to the functional F de�ned by

F (u) =

8<
:
Z
(0;L)

 (u0) dt if u(t+) > u(t�) on S(u)

+1 otherwise

(2.51)

on P-W1;1(0; L), where

 (z) = J
��(z) =

�
J(z) if z �M

minJ if z > M
:

is the convex envelope of J .

Note that the condition u(t+) > u(t�) on S(u) translates the fact that F

must be �nite only on increasing functions.

Proof Note preliminarily that F will be �nite only on increasing functions so

that we need to identify it only on functions u satisfying u(t+) > u(t�) on S(u).
Recall that the functional

u 7!
Z
(a;b)

 (u0) dt

is lower semicontinuous on W1;1(a; b) with respect to the L1(a; b) convergence.

Let u 2 P-W1;1(0; L) and write
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(0; L) n S(u) =
N[
k=1

(yk�1; yk); (2.52)

where 0 = y0 < � � � < yN = L. Let un ! u in L1(0; L) and En(un) < +1 for all

n. Then we have

F (u) =

NX
k=1

Z
(yk�1;yk)

 (u0) dt

�
NX
k=1

lim inf
n

Z
(yk�1;yk)

 (u0
n
) dt

� lim inf
n

Z
(0;L)

 (u0n) dt

� lim inf
n

Z
(0;L)

J(u0
n
) dt = lim inf

n
En(un):

Conversely, let u 2 P-W1;1(0; L) with u(t+) > u(t�) on S(u), and let un = u.

Then it is easily seen that

lim
n
En(un) =

Z
(0;L)

J(u0) dt;

so that

�- lim sup
n

En(u) �
Z
(0;L)

J(u0) dt:

Now, using the notation (2.52), let (uk
j
)j converge to u weakly in W1;1(yk�1; yk)

(and hence also uniformly) and satisfy

lim
j

Z
(yk�1 ;yk)

J((ukj )
0) dt =

Z
(yk�1 ;yk)

 (u0) dt:

Note that for j su�ciently large the function uj de�ned by

uj = u
k

j
on (yk�1; yk)

satis�es uj(t+) > uj(t�) on S(uj) = S(u) and uj ! u in L1(0; L), so that, by

the lower semicontinuity of the �-limsup we have

�- lim sup
n

En(u) � lim inf
j

�- lim sup
n

En(uj)

� lim inf
j

Z
(0;L)

J(u0
j
) dt

=

NX
k=1

lim
j

Z
(yk�1 ;yk)

J((ukj )
0) dt
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=

NX
k=1

Z
(yk�1;yk)

 (u0) dt = F (u);

and the proof is concluded. 2

2.2.3 Higher-order behaviour of nearest-neighbour interactions

Note that minimum problems involving the limit functional F present a com-

pletely di�erent behaviour depending on whether the (trivial) convexi�cation

of J is taken into account or not. Consider for example the simple minimum

problem

m = min
n
F (u) : u(0) = 0; u(L) = h

o
; (2.53)

with h > 0. Then we have:

(compression) if h � ML then the minimumm = LJ(h=L) is achieved only

by the linear function u(x) = hx=L. Note that the minimizer has no jump;

(tension) if h > ML then the minimum m = L minJ is achieved by all

functions u 2 P-W1;1(0; L) such that u0 �M a.e. Note in particular that we can

exhibit minimizers with an arbitrary number of jumps.

In this second case, hence, very little information on the behaviour of the

minimizers of

mn = min
n
En(u) : u(0) = 0; u(L) = h

o
; (2.54)

can be drawn from the study of the corresponding problem (2.53) for the �-limit.

To improve this description, we note now that minimizers ofmn also minimize

m
(1)

n = min
n
En(u)� L minJ

�n
: u(0) = 0; u(L) = h

o
: (2.55)

The choice of the scaling �n is suggested by the fact that, choosing un = u,

where u 2 P-W1;1(0; L) is any function with u
0 = M a.e. we have En(un) �

L minJ + c�n. We are then lead to studying the �-limit of the scaled functions

E
(1)

n
(u) =

En(u)� L minJ

�n

: (2.56)

Theorem 2.19 The functionals E
(1)

n �-converge with respect to the L
1(0; L)

convergence to the functional F (1) given by

F
(1)(u) =

8><
>:
�minJ #(S(u)) if u 2 P-W1;1(0; L), u(t+) > u(t�) on S(u)

and u0 = M a.e.

+1 otherwise
(2.57)

on L1(0; L) .
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Proof Again, note preliminarily that F will be �nite only on increasing func-

tions so that we need to identify it only on functions u satisfying u(t+) > u(t�)
on S(u).

The liminf inequality will be obtained by comparison. Let sup
n
En(un) < +1

and un ! u in L1(0; L). Let

vn(x
n

i
) = un(x

n

i
) �Mx

n

i
:

Note that vn ! v = u�Mx, and that

En(un) = ~En(vn) =

nX
i=1

�n n

�
vn(x

n

i
) � vn(x

n

i�1
)

�n

�
;

where

 n(z) =
1

�n
(J(z +M )�minJ):

Note that  n ! +1 if z 6= 0, and that

lim
z!+1

 n(z) = �minJ

�n
:

With �xed k 2N let ~EK
n be de�ned by

~EK

n (w) =

nX
i=1

�nmin
n
k

�
vn(x

n

i
)� vn(x

n

i�1
)

�n

�2
;
1

�n
(minJ � 1

k
)
o
:

By the results of the previous chapter ~EK
n �-converge to FK de�ned by

F
K(w) =

8<
: k

Z
(0;L)

jw0j2 dt+ (minJ � 1

k
)#(S(w)) if w 2 P-W 1;2(0; L)

+1 otherwise.

Now, note that for n large enough we have

En � ~EK

n ;

so that

lim inf
n

En(un) = lim inf
n

~En(vn)

� lim inf
n

~EK

n (vn) � F
K(v):

It will then be su�cient to consider the case v 2 P-W 1;2(0; L); that is, u 2
P-W 1;2(0; L). In this case we get
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lim inf
n

En(un) � k

Z
(0;L)

ju0 �M j2 dt+ (minJ � 1

k
)#(S(u)):

By the arbitrariness of k we get the desired inequality.

The limsup inequality is easily obtained. Indeed, if u 2 P-W1;1(0; L) is

increasing and u0 =M a.e. we can take un = u, in which case En(un) = LminJ�
minJ�n + o(�n). 2

2.2.4 Convergence of minimum problems

From the results of the previous section we can easily derive a description of the

limiting behaviour of minimizers of minimum problems (2.54).

Proposition 2.20 Let h > ML; then from every sequence of minimizers of
problems (2.54) we can extract a subsequence converging in L

1(0; L) to an in-
creasing function u 2 P-W1;1(0; L) such that u0 = M a.e. in (0; L) and, after
setting u(0�) = 0 and u(L+) = h, u has only one jump in [0; L]. Moreover we
have the estimate

mn = L minJ � �n minJ + o(�n)

as n! +1.

Proof By the coerciveness conditions on En, we can suppose that, upon ex-

tracting a subsequence, the minimizers of mn converge in L1(0; L). We interpret

those minimizers also as minimizers of m
(1)

n . Hence, upon relaxing the boundary

conditions, the limit function u solves the problem

m
(1) = �minJ minf#(S(u)) : u 2 P-W1;1(0; L);

u
0 = M a.e.; u(0�) = 0; u(L+) = hg:

where S(u) is interpreted as a subset of [0; L]. The solution of this problem is

clearly a function satisfying the thesis of the theorem, and m(1) = �minJ . From

the convergence of minima

mn � L minJ

�n
= m

(1)

n ! m
(1) = �minJ

we complete the proof. 2

2.2.5 Long-range interactions

By taking into account the methods of Sections 1.4.2 and 1.4.3 and the proof of

Theorem 2.18 we have the following result.

Theorem 2.21 Let K � 2 and let En be de�ned by

En(u) =

KX
j=1

n�jX
i=0

�nJ

�
ui+j � ui

�n

�
(2.58)
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The energies En �-converge on P-W1;1(0; L) with respect to the L1(0; L) conver-
gence, to the functional F de�ned by

F (u) =

8<
:
Z
(0;L)

 (u0) dt if u(t+) > u(t�) on S(u)

+1 otherwise

(2.59)

on P-W1;1(0; L), where  : R! R [ f+1g is the convex function given by

 (z) = lim
N

min
n 1

N

KX
j=1

N�jX
i=0

J(u(i + j) � u(i))

u : f0; : : : ; Ng ! R; u(i) = zi for i � K or i � N �K

o
: (2.60)

Furthermore, if K = 2 then the function  is also de�ned as  = ~J��, where

~J(z) = J(2z) +
1

2
minfJ(z1) + J(z2) : z1 + z2 = 2zg: (2.61)

Proof The proof follows by using the arguments of Theorems 2.18, 1.6 and 1.11,

with  jn(z) = J(jz), after noting that  de�ned above is convex and bounded

at +1. 2

Remark 2.22 The function  satis�es the same assumptions as J upon replac-

ing (vi) with limz!+1  (z) = C < 0, but it can be seen that ~J in general does

not satisfy (iv); i.e., is not of convex/concave form.



3

GENERAL CONVERGENCE RESULTS

In order to state and prove general results for the convergence of discrete schemes

we will have to describe the �-limits of discrete energies in spaces of functions

of bounded variation. We briey recall some of their properties, referring to [5]

for a complete introduction.

3.1 Functions of bounded variation

We recall that the space BV (a; b) of functions of bounded variation on (a; b)

is de�ned as the space of functions u 2 L1(a; b) whose distributional derivative
Du is a signed Borel measure. For each such u there exists f 2 L

1(a; b), a

(at most countable) set S(u) � (a; b), a sequence of real numbers (at)t2S(u)
with

P
t
jatj < +1 and a non-atomic measure Dcu singular with respect to the

Lebesgue measure such that the equality of measuresDu = f L1+
P

t2S(u)
at�t+

Dcu holds. It can be easily seen that for such functions the left hand-side and

right hand-side approximate limits u�(t), u+(t) exist at every point, and that

S(u) = ft 2 R : u�(t) 6= u
+(t)g and at = u

+(t)� u
�(t) =: [u](t). We will write

_u = f , which is an approximate gradient of u. Dcu is called the Cantor part of
Du. A sequence uj converges weakly to u in BV (a; b) if uj ! u in L1(a; b) and

supj jDujj(a; b) < +1.

The space SBV (a; b) of special functions of bounded variation is de�ned as

the space of functions u 2 BV (a; b) such that Dcu = 0; i.e., whose distributional

derivative Du can be written as Du = _uL1 +
P

t2S(u)
(u+(t) � u

�(t))�t. This

notation describes a particular case of a SBV -functions space as introduced by

De Giorgi and Ambrosio [15]. We will mainly deal with functionals whose natural

domain is that of piecewise-W1;p functions, which is a particular sub-class of

SBV (a; b) corresponding to the conditions _u 2 Lp(a; b) and #(S(u)) < +1, but

we nevertheless use the more general SBV notation for future reference and for

further generalization to higher dimensions (see [4]). For an introduction to BV

and SBV functions we refer to the book by Ambrosio, Fusco and Pallara [5],

while approximation methods for free-discontinuity problems are discussed by

Braides [7].

A class of energies on SBV (a; b) are those of the formZ
(a;b)

f( _u) dt+
X
S(u)

g(u+(t) � u
�(t));

with f; g : R ! [0;+1]. Lower semicontinuity conditions on E imply that f is

lower semicontinuous and convex and g is lower semicontinuous and subadditive;
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i.e., g(x+y) � g(x)+g(y). The latter can be interpreted as a condition penalizing

fracture fragmentation, whereas convexity penalizes oscillations. If ' is not lower

semicontinuous and convex (respectively, subadditive) then we may consider its

lower semicontinuous and convex (respectively, subadditive) envelope; i.e., the
greatest lower semicontinuous and convex (respectively, subadditive) function

not greater than ', that we denote by '�� (respectively, sub�'). For a discussion

on the role of these conditions for the lower semicontinuity of E we refer to [7]

Section 2.2 or [8]. Energies in BV must satisfy further compatibility conditions

between f and g (see e.g. Theorem 3.1 below and the subsequent remark)

The following theorem is an easy corollary of [2] Theorem 6.3 and will be

widely used in the next section.

Theorem 3.1 For all n 2 N let fn; gn : R ! [0;+1] be lower semicontinuous
functions. Let � > 0 exists such that

(1) fn is convex and

�(jzj � 1) � fn(z) for every z 2 R;

(2) gn is subadditive and

�(jzj � 1) � gn(z) for every z 2 R:

and suppose that f; g : R ! [0;+1] exist such that �- limn fn = f on R and
�- limn gn = g on R n f0g. For notation's convenience we set g(0) = 0. Let
Hn : BV (a; b)! [0;+1] be de�ned as

Hn(u) :=

8><
>:
Z b

a

fn( _u) dx+
X
S(u)

gn([u]) if u 2 SBV (a; b)

+1 otherwise.

Then Hn �-converge with respect to the weak topology of BV (a; b) to the func-
tional H : BV (a; b)! [0;+1) de�ned by

H(u) :=
Z l

0

f( _u) dx+ �
+
Dcu

+(a; b) + �
�
Dcu

�(a; b) +
X
S(u)

g([u])

(recall that Dcu
� denote the positive/negative part of the Cantor measure Dcu),

where

f (z) := infff(z1)+g0(z2) : z = z1+z2g; g(z) := infff1(z1)+g(z2) : z = z1+z2g;

f
1(z) = lim

t!+1

f(tz)

t
; g

0(z) = lim
t!+1

tg

�
z

t

�
; and �

� = lim
t!+1

f (�t)
t

for all z 2 R.
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Remark 3.2 Note that if we take gn = g and fn = f we recover the well-known

compatibility hypothesis f1 = g
0 for weakly lower semicontinuous functionals

on BV (a; b).

If f(0) = 0 then it can be easily seen that f = (f^g0)�� and g = sub�(f1^g).

3.2 Nearest-neighbour interactions

For future reference, we state and prove the convergence results allowing for a

more general dependence on the underlying lattice than in the previous chapters,

at the expense of a slightly more complex notation.

We begin by identifying the functions de�ned on a lattice with a subset of

measurable functions. Consider an open interval (a; b) of R and two sequences

(�n), (an) of positive real numbers with an 2 [a; a+�n) and �n ! 0. For n 2N
let a � x

1

n
< : : : < x

Nn

n
< b be the partition of (a; b) induced by the intersection

of (a; b) with the set an + �nZ. We de�ne An(a; b) the set of the restrictions to

(a; b) of functions constant on each [a+ k�n; a+ (k + 1)�n), k 2 Z. A function

u 2 An(a; b) will be identi�ed by Nn + 1 real numbers c0
n
; : : : ; c

Nn

n
such that

u(x) =

8<
:
c
i
n if x 2 [xin; x

i+1
n ), i = 1; : : : ; Nn � 1

c
0

n if x 2 (a; x1n)

c
Nn

n if x 2 [xNn

n ; b).

(3.1)

For n 2 N let  n : R ! [0;+1] be a given Borel function and de�ne

En : L1(a; b)! [0;+1] as

En(u) =

8>><
>>:

Nn�1X
i=1

�n n

�
u(xi+1

n ) � u(xin)

�n

�
x 2 An(a; b)

+1 otherwise in L1(a; b).

(3.2)

The following sections contain the description of the asymptotic behaviour of En

as n! +1.

3.2.1 Potentials with local superlinear growth

We �rst treat the case when the potentials  satisfy locally a growth condition

of order p > 1. This is the case of non-convex potentials introduced by Blake

and Zisserman and of the scaled Lennard Jones potentials which justify Gri�th

theory of fracture as a �rst-order e�ect.

Theorem 3.3 For all n 2N let T�n 2 R exist with

lim
n
T
�

n = �1; lim
n
�nT

�

n = 0; (3.3)

and such that, if we de�ne Fn; Gn : R! [0;+1] as

Fn(z) =

8<
:
 n(z) T

�

n � z � T
+
n

+1 z 2 R n [T�
n
; T

+

n
]

(3.4)
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Gn(z) =

8<
:�n n

�
z

�n

�
z 2 R n [�nT�n ; �nT+

n
]

+1 otherwise

(3.5)

the following conditions are satis�ed: there exists p > 1 such that

Fn(z) � jzjp 8z 2 R (3.6)

Gn(z) � c > 0 8z 6= 0 (3.7)

and, moreover, there exist F;G : R! [0;+1], such that

�- lim
n
F
��

n = F on R; (3.8)

�- lim
n

sub�Gn = G on R: (3.9)

Then, (En)n �-converges to E with respect to the convergence in measure on
L
1(a; b), where

E(u) =

8>><
>>:
Z

b

a

F ( _u) dt +
X

t2S(u)

G([u](t)) u 2 SBV (a; b)

+1 otherwise in L
1(a; b).

Remark 3.4 Note that hypotheses (3.8) and (3.9) are not restrictive upon pass-

ing to a subsequence by a compactness argument. This remark also holds for

Theorems 3.7 and 3.9. Moreover, if F is �nite everywhere then �-convergence in

(3.8) can be replaced by pointwise convergence.

Proof For simplicity of notation we deal with the case T+
n

= �T�
n

=: Tn, the

general case following by simple modi�cations.Without loss of generality we may

assume

sup
n

inf
z2R

Fn(z) < +1; (3.10)

otherwise we trivially have F � +1 and consequently E � +1.

With �xed u 2 L
1(a; b) and a sequence (un) � An(a; b) such that un ! u

in measure and supnEn(un) < +1. Up to a subsequence, we can suppose in

addition that un converges to u pointwise a.e. We now construct for each n 2N
a function vn 2 SBV (a; b) and a free-discontinuity energy such that vn still

converges to u and we can use that energy to give a lower estimate for En(un).

Set

In :=

�
i 2 f1; : : : ; Nn � 1g :

����un(xi+1
n )� un(x

i
n)

�n

���� > Tn

�
(3.11)

and
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vn(x) :=

8>>>><
>>>>:

un(x
1
n
) if x 2 (a; x1

n
)

c
i

n +
(ci+1
n

� c
i
n
)

�n
(x� x

i

n) x 2 [xin; x
i+1
n ); i =2 In

un(x) x elsewhere in (a; b).

(3.12)

We have that, for " > 0 �xed,

fx : jvn(x)� un(x)j > "g
� fx 2 [xi

n
; x

i+1

n
); i =2 In; jun(xi+1

n
)� un(x

i

n
)j > "g [ (a; x1

n
): (3.13)

Since, for i =2 In we have jun(xi+1
n

)�un(xin)j � �nTn, then fx : jvn(x)�un(x)j >
"g consists at most of the interval (a; x1n) if n is large enough. Hence, the sequence

(vn)n converges to u in measure and pointwise a.e. Moreover, by (3.7)

c#In � En(un) � M; (3.14)

with M = supnEn(un). By the equiboundedness of #In, we can suppose that

S(vn) = fxi+1
n gi2In tends to a �nite set. For the local nature of the arguments

in the following reasoning, we can also assume that S consists of only one point

x0 2 (a; b).

Now, consider the sequence (wn)n de�ned by

wn(x) =

8>>><
>>>:
vn(a) +

Z
(a;x)

_vn(t) dt if x < x0

vn(a) +

Z
(a;x)

_vn(t) dt+
X

t2S(vn)

[vn](t) if x � x0.
(3.15)

Note that wn(a) = vn(a), _wn = _vn, S(wn) = fx0g and [wn](x0) =
P

t2S(vn)
[vn](t).

Such a sequence still converges to u a.e. Indeed, since x0 is the limit point of the

sets S(vn), for any � > 0 �xed we can �nd n0(�) 2N such that for any n � n0(�)

and for any i 2 In jx0 � x
i+1
n j < �. Hence, by construction, for any n � n0(�)

and for any x 2 (a; b)n [x0��; x0+�], wn(x) = vn(x), that is, the two sequences

(vn) and (wn) have the same pointwise limit. Since _wn = _vn on (a; b), by (3.6) we

have that k _wnkLp(a;b) � M . Then, using Poincar�e's inequality on each interval,

it can be easily seen that (wn)n is equibounded in W 1;p((a; b) n fx0g). Since it
also converges to u pointwise a.e., by using a compactness argument, we get that

u 2W 1;p((a; b) n fx0g) and, up to subsequences,

_wn * _u weakly in Lp(a; b):

Moreover, since for any two points a < x1 < x0 < x2 < b we have

wn(x2) = wn(x1) +

Z
x2

x1

_wn dt+ [wn](x0)
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u(x2) = u(x1) +

Z
x2

x1

_u dt+ [u](x0);

taking points x1; x2 in which wn converges to u and passing to the limit as

n! +1, we have

[wn](x0)! [u](x0): (3.16)

We can now rewrite our functionals in terms of vn:

En(un) =
X
i=2In

�n n( _vn) +
X
i2In

Gn([vn](x
i+1

n
))

=

Z
b

a

Fn( _vn) dt+
X

t2S(vn)

Gn([vn](t)):

From (3.14) we also have

En(un) �
Z

b

a

Fn( _vn) dt+ sub�Gn

� X
t2S(vn)

[vn](t)
�

�
Z b

a

F
��

n
( _wn) dt+ sub�Gn([wn](x0))

as n! +1. Passing to the liminf as n! +1, using (3.16) we have

lim inf
n

En(un) � lim inf
n

Z
b

a

F
��

n
( _wn) dt+ lim inf

n
sub�Gn([wn](x0))

�
Z b

a

F ( _u) dt+G([u](x0))

as desired.

We now turn our attention to the construction of recovery sequences for the

�-limsup. We may assume in what follows that infz2R Fn(z) = Fn(0).

Step 1 We �rst prove the limsup inequality for u a�ne on (a; b). Set � = _u;

we can assume, upon a slight translation argument, that F (�) = limnF
��

n
(�).

Then, for each n in N we can �nd �
1
n; �

2
n 2 R, tn 2 [0; 1] such that

jtn�1n + (1� tn)�
2

n � �j �
p
�n

2(b� a)

tnFn(�
1

n) + (1� tn)Fn(�
2

n) � F
��

n (�) + o(1) (3.17)

j�i
n
j � c = c(�):

Note that in the last inequality the choice of the constant c can be chosen

independent of n thanks to (3.6) and (3.10). It can be easily seen that it is not

restrictive to make the following assumptions on �i
n
:
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�
1

n
> �; Fn(�

1

n
) � Fn(�

2

n
); (j�1nj+ j�2nj)

p
�n � 1: (3.18)

We de�ne a piecewise-a�ne function vn 2 L
1(a; b) with the following properties:

vn(x) = u(x) on (a; x1
n
];

_vn j [xi
n
; x

i+1
n )

:= v
i

n
2 f�1n; �2ng;

and vin is de�ned recursively by8>>><
>>>:
v
1
n = �

1
n

v
i+1
n =

8><
>:
v
i

n
if

p
�n
2

� vn(an) +
iP

j=1

v
j

n
�n + v

i

n
�n � u(xi+1

n
) �

p
�n

�
1
n
+ �

2
n
� v

i
n

otherwise.
(3.19)

Since 0 � vn�u �
p
�n by de�nition, (vn)n converges to u uniformly, and hence

in measure and, moreover,

�
1

n := #
�
i 2 f0; : : : ; Nng : vin = �

1

n

	
� tnNn: (3.20)

Indeed, from (3.17), (3.18) and (3.19) we deduce

�nNn

�
tn(�

1

n � �) + (1� tn)(�
2

n � �)
�
�
p
�n

2
� vn(x

Nn

n )� u(xNn

n )

= �
1

n(�
1

n � �)�n + (Nn � �
1

n)(�
2

n � �)�n;

so that

(�1
n
� tnNn)(�

1

n
� �

2

n
) � 0:

Now, consider the sequence (un) � An(a; b) de�ned by

un(x
i

n) = vn(x
i

n) for i = 1; : : : ; Nn;

un(a) = vn(a) and un(b) = vn(b):

Since (3.13) still holds with un; vn as above, it can be easily checked that (un)n
converges to u in measure. Hence, recalling (3.17), (3.18) and (3.20),

En(un) = �nFn(�
1

n)�
1

n + (Nn � �
1

n)�nFn(�
2

n)

� tn�nNnFn(�
1

n) + (1� tn)Nn�nFn(�
2

n)

� Nn�n (F
��

n (�) + o(1)) � (b� a)F ��n (�) + o(1):

Taking the limsup as n! +1 we get

lim sup
n

En(un) � F (�)(b� a) = E(u):

The same construction as above works also in the case of a piecewise-a�ne

function: let [a; b] =
S
[aj; bj] with a1 = a; bj = aj+1 and _u constant on each
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(aj; bj), then it su�ces to repeat the procedure above on each (aj; bj) to provide

functions vj
n
in An(aj; bj) such that

v
j

n
! u j (aj ; bj)

in measure

lim sup
n

X
fi: xi

n
2(aj ;bj)g

�n n

�
v
j
n(x

i+1
n )� v

j
n(x

i
n)

�n

�
�
Z bj

aj

F ( _u) dx:

With j �xed de�ne yj
n
:= maxfxi

n
2 (aj; bj)g. Then, the recovery sequence

un is de�ned in (aj ; bj) as

un(x) = v
j

n
(x)�

X
`<j

(v`+1

n
(y`
n
+ �n)� v

`

n
(y`
n
)):

Since u(x) +

p
�n
2

� v
j

n
(x) � u(x) +

p
�n by construction, and ju(y`n + �n) �

u(y`
n
)j � c�n, we have that un ! u in measure and

En(un) =
X
j

X
fi: xi

n
2(aj ;bj)g

�n n

�
v
j

n
(xi+1

n
)� v

j

n
(xi

n
)

�n

�
+ cFn(0)�n:

By a density argument we can extend the result to functions in W1;p(a; b).

Step 2 Let u be of the form z�(x0;b) with G(z) < +1 and let zn be a recovery

sequence for G(z) = �-limn sub
�

Gn(u). The sequence sub�Gn(zn) is bounded,

hence, by (3.7), upon possibly considering a suitable subsequence, there exists

an integer N not depending on n such that

sub�Gn(zn) = sup
"

inf

(
NX
i=1

Gn(z
i) :

�����
NX
i=1

z
i � zn

����� < "

)
:

Hence, for all n we can �nd N points fz1
n
; : : : ; z

Ng such that

lim
n

NX
i=1

z
i

n
= z and lim

n

NX
i=1

Gn(z
i

n
) = G(z): (3.21)

Let in 2 f1; : : : ; Nng be the index such that x0 2 [xinn ; x
in+1

n ) and, for n large,

de�ne wn as in (3.1) with

c
i

n =

8>>>>>><
>>>>>>:

0 if i � in

P
j�(i�in)

�
z
j

n

�
if in < i � in +N

NP
j=1

�
z
j
n

�
if i > in + N .

(3.22)
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Clearly (wn)n ! u in measure and

En(wn) =

NX
i=1

�n n

�
z
i

n

�n

�
=

NX
i=1

Gn(z
i

n
) + (b� a)Fn(0) ;

the estimate follows from (3.21) by passing to the limit as n! +1.

Step 3 Let u 2 SBV (a; b) be such that E(u) < +1, then

u = v + w with v(x) =

Z
x

a

_u dt+ c and w(x) =

mX
j=1

zj�[xj;b):

For j = 1; : : :m let wj
n
be de�ned as in Step 2 with jumps in

S
j
fxi+in;jn gNj

i=1
and

let vn be a recovery sequence for v such that it is constant on each [x
in;j
n ; x

in;j
n +

�nNj). The sequence un = vn +
mP
j=1

w
j

n
converges in measure to u and

lim sup
n

En(un) = lim sup
n

�
En(vn) +

mX
j+1

En(w
j

n
)
�
� E(v) +E(w) = E(u);

as desired. 2

Corollary 3.5 Let  n : R ! [0;+1] satisfy the hypotheses of Theorem 3.3.
Assume that, in addition, for all n 2 N, Fn = F

��

n on [T�n ; T
+
n ] and Gn =

sub�Gn on Rn [�nT�n ; �nT+
n ]. Then, for any u 2 L1(a; b), En(u) �-converges to

E(u) with respect to the strong topology of L1(a; b).

Proof It su�ces to produce a recovery sequence converging strongly in L1(a; b).

Note that in Step 1, by the convexity of Fn, we can choose �
1
n
= �

2
n
= �n in (3.17).

Then vn = u and un turns out to be the piecewise-constant interpolation of u

at points fxi
n
g. It is easy to check that un ! u strongly in L1(a; b). It remains

to show that also for functions of the form z�[x0 ;b) it is possible to exhibit a

sequence that converges strongly in L1(a; b). To this end it su�ces to note that

in Step 2, since Gn = sub�Gn locally on R n f0g, we can �nd a sequence (zn)

such that (3.21) is replaced by limn zn = z and limnGn(zn) = G(z). Hence,

the sequence wn de�ned by (3.22) converges to u strongly in L1(a; b) and it is a

recovery sequence. 2

Remark 3.6 Note that the hypotheses of the previous corollary are satis�ed

if  n is convex and lower semicontinuous on [T�
n
; T

+

n
] and concave and lower

semicontinuous on (�1; T
�

n ] and [T+
n ;+1)

3.2.2 Potentials with linear growth

In this section we will consider energy potentials  n such that

 n(z) � �(jzj � 1) 8z 2 R (3.23)
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for some � > 0. For this kind of energies we can still prove a convergence result to

a free-discontinuity energy, whose volume and surface densities are obtained by

a suitable interaction of the limit functions F , G of the two `regularized' scalings

of  n. Note that in the following statement the sequences T�
n

are arbitrary.

Theorem 3.7 Let  n : R ! [0;+1] satisfy (3.23). For all n 2 N let T�
n
2 R

satisfy properties (3.3) and let Fn; Gn : R ! [0;+1] be de�ned as in (3.4).
Assume that F;G : R! [0;+1] exist such that

�- lim
n
F
��

n
= F on R; (3.24)

�- lim
n

sub�Gn = G on R n f0g: (3.25)

For notation's convenience we set G(0) = 0. Then, (En)n �-converges to E with
respect to the convergence in L1(a; b) and the convergence in measure, where

E(u) =

8><
>:
Z

b

a

F ( _u) dx+
X
S(u)

G([u]) + c1Du
+

c (a; b) + c�1Du
�

c (a; b) if u 2 BV (a; b)

+1 otherwise,

F (z) := inffF (z1) +G
0(z2) : z1 + z2 = zg;

G(z) := inffF1(z1) +G(z2) : z1 + z2 = zg;

c1 := F
1

(1) and c�1 := F
1

(�1).

Remark 3.8 Thanks to (3.23) the theorem can be restated also with respect

to the weak convergence in BV (a; b). Indeed, sequences converging in measure

along which the functionals En are equibounded are weakly compact in BV .

Proof Again we deal with the case T+
n = �T�n =: Tn, the general case be-

ing achieved by slight modi�cations. Let un; u 2 L
1(a; b) be such that un ! u

in measure and En(un) � c. Analogously to the proof of Theorem 3.3, we will

estimate En(un) by a free-discontinuity energy computed on a sequence vn con-

verging to u weakly in BV (a; b). Let In and vn be de�ned as in (3.11) and (3.12),

respectively. Note that vn ! u in measure and that vn has equibounded total

variation on (a; b). Indeed, by hypothesis (3.23) we have

jDvnj(a; b) =
Nn�1X
i=1

jun(xi+1

n
)� un(x

i

n
)j � 1

�
En(un) + c:

From this inequality we easily get that u 2 BV (a; b), in particular the �-liminf

is �nite only on BV (a; b).
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Up to passing to a subsequence we may assume that vn converges to u weakly

in BV (a; b); moreover, by construction we have

En(un) �
Z

b

a

F
��

n
( _vn) dt+

X
S(vn)

sub�Gn([vn]):

Hence, it su�ces to apply Theorem 3.1 to the functionals on the left hand side

to get the �-liminf inequality.

To obtain the converse inequality it su�ces to provide a sequence vn con-

verging to u in L1(a; b) such that

lim sup
n

En(vn) � E1(u) :=

Z
b

a

F ( _u) dt+
X
S(u)

G([u])

when u 2 SBV (a; b). The general estimate will be then obtained by relaxation

(i.e. by taking fn = F and gn = G in Theorem 3.1). By a standard approximation

argument it is su�cient to prove this inequality in the simpler cases of u linear

and of u with a single jump. Let u(t) = �t; we may assume that F (�) < +1.

Moreover, we may assume in what follows that infz2R Fn(z) = Fn(0). Then we

can �nd �
1
n; �

2
n such that the analog of (3.17) holds. In this case, j�1nj; j�2nj are

not necessarily equibounded; nevertheless we have by de�nition j�1nj; j�2nj � Tn

since F (�) < +1. Thus we can construct the functions vn as in the proof of the

�-limsup-inequality of Theorem 3.3, up to a slight modi�cation. Indeed, if we

replace
p
�n with �nTn in (3.17) and (3.19), all those inequalities still hold. In

particular we have that ju(x) � vn(x)j � �nTn in (a; b). Thus vn is a recovery

sequence converging to u in L1(a; b).

As for the case of u = z�(x0;b) with G(z) < +1, let zn =
PMn

i=1
z
i
n be such

that G(z) = limn

P
Mn

i=1
Gn(z

i

n
). Note that since limn

P
Mn

i=1
z
i

n
= z, by taking

(3.23) into account, we may assume that
PMn

i=1
(zin)

+ � cjzj and the same for

the negative terms. We may assume also that jzinj � �nTn for any i. Hence, by

arguing separately on the positive and negative part of (zi
n
), we easily get that

Mn �
cjzj
�nTn

: (3.26)

Finally we can construct a sequence of functions wn de�ned as in (3.22) where

we replace N with Mn. By taking (3.26) into account we easily get

jfx : wn(x) 6= u(x)gj � �nMn �
cjzj
Tn

:

Then wn ! u in L1(a; b) and, by construction,

lim sup
n

En(wn) = G(z) = E1(u):
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The desired upper estimate follows then by standard arguments. 2

3.2.3 Potentials of Lennard Jones type

We now treat the case of potentials with non-symmetric growth conditions, which

still ensure weak-BV compactness of sequences with equibounded energies. These

conditions are satis�ed for example by Lennard Jones potentials.

Theorem 3.9 Let  n : R! [0;+1] satisfy

 n(z) � (jzjp � 1) for all z < 0: (3.27)

for some p > 1. For all n 2N let Tn 2 R satisfy

lim
n
Tn = +1; lim

n
�nTn = 0; (3.28)

and let Fn; Gn : R! [0;+1] be de�ned by

Fn(z) =

8<
:
 n(z) z � Tn

+1 z > T
+
n

(3.29)

Gn(z) =

8<
:�n n

�
z

�n

�
if z > �nTn

+1 otherwise.

(3.30)

Assume that there exist F;G : R! [0;+1] such that

�- lim
n
F
��

n
= F on R; (3.31)

�- lim
n

sub�Gn = G on R n f0g: (3.32)

For notation's convenience we set G(0) = 0. Then, (En)n �-converges to E with
respect to the convergence in L1

loc
(a; b) and the convergence in measure, where

E(u) =

8>>>>><
>>>>>:

Z b

a

F ( _u) dx+
X
S(u)

G([u]) + �Du
+

c
(a; b) if u 2 BVloc(a; b) Dcu

� = 0 ,

and [u] > 0 on S(u),

+1 otherwise in L1(a; b).

where F and G are de�ned as in Theorem 3.7 and � := F
1

(1).

Proof Let un ! u in measure and be such that En(un) � c, and assume that

un ! u also pointwise. Set

In = fi 2 f1; : : : ; Nng : un(xi+1

n
)� un(x

i

n
) > �nTng;
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and let vn be the sequence of functions de�ned as in (3.12) with this choice of

In. Note that vn ! u in measure. By taking hypothesis (3.27) into account we

have the following estimate on the negative part of the (classical) derivative of

vn Z
b

a

j( _vn)�jp dt �
X
i62In

�n

� (un(xi+1
n

)� un(x
i
n
))�

�n

�p
� En(un)

�
+ c:

Hence, with �xed � > 0 and with �xed x1; x2 points in (a; a + �), (b � �; b),

respectively, in which vn converges pointwise to u, we get

���Z b��

a+�

( _vn)
+
dt+

X
S(vn)\(a+�;b��)

[vn]
��� � jvn(x2)� vn(x1)j+

Z b

a

( _vn)
�
dt:

It follows that vn is bounded in BVloc(a; b). Since vn ! u in measure we get that

vn converges in BVloc(a; b) to u and hence u 2 BVloc(a; b). With �xed � > 0,

consider

F
�

n (z) = (Fn)
��(z) + �jzj; G

�

n(z) = sub�Gn(z) + �jzj:

For every � 2 (0; (b� a)=2) we have

En(un) + �c(�) �
Z b��

a+�

F
�

n ( _vn) dt+
X

S(vn)\(a+�;b��)

G
�

n([vn]);

where c(�) = supn jDvnj(a+ �; b� �). We can apply Theorem 3.1 and obtain for

every � and �

lim inf
n

En(un) + �c(�)

�
Z b��

a+�

F ( _u) dt+ F
1

(1)jDcu
+j(a+ �; b � �) +

X
S(u)\(a+�;b��)

G([u]):

By letting �! 0 and subsequently � ! 0 we obtain the desired inequality.

The construction of a recovery sequence for the �-limsup follows the same

procedure as in the proof of Theorem 3.7. 2

3.2.4 Examples

Example 3.10 (i) The typical example of a sequence of functions which satisfy

the hypotheses of Theorem 3.3 (and indeed of Corollary 3.5) is given (�xed (�n)

converging to 0 and C > 0) by

 n(z) =
1

�n

�
(�nz

2) ^C);

with p = 2, Tn =
p
C=�n,
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Fn(z) =

�
z
2 jzj �

p
C=�n

+1 otherwise,
Gn(z) =

�
C jzj >

p
C=�n

+1 jzj �
p
C=�n,

so that

E(u) =

Z
b

a

j _uj2 dt+C#(S(u))

on SBV (a; b). Discrete energies of this form have been proposed by Blake and

Zisserman.

(ii) Theorem 3.3 allows also to treat asymmetric cases. As an example, let

 n(z) =

8<
:

1

�n

�
(�nz

2) ^C) if z > 0

z
2 if z � 0.

In this case the �-limit (with respect to both the convergence in measure and

L1 convergence) is given by

E(u) =

8><
>:
Z

b

a

j _uj2 dt+ C#(S(u)) if u 2 SBV (a; b) and u+ > u
� on S(u)

+1 otherwise.

Note that

G(z) =

(
C if z > 0

0 if z = 0

+1 if z < 0

forbids negative jumps.

(iii) (Lennard Jones type potentials) Let  : R ! [0;+1] be a lower semi-

continuous function and satisfy  (z) = 0 if and only if z = 0,  (z) � �(jzjp� 1)

for z < 0 and limz!+1  (z) = C. Let  n =  for all n. Then we can apply

Theorem 3.9 and obtain F =  
�� and

G(z) =
n
0 if z � 0

+1 if z < 0.

Note that F (z) = 0 if z � 0.

(iv) (scaled Lennard Jones type potentials) Let  be as in the previous ex-

ample, and choose

 n(z) =
1

�n
 (z):

Then we can apply Theorem 3.3 with

F (z) =

�
0 if z = 0

+1 otherwise,

and G as in Example (ii) above. In this case the limit energy E is �nite only

on piecewise-constant functions with a �nite number of positive jumps. On such

functions E(u) = C#(S(u)).
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We now give an example which illustrates the e�ect of the operation of the

subadditive envelope.

Example 3.11 If we take

 n(z) = z
2 ^
� 1

�n
+ (jzj

p
�n � 1)2

�

with �n converging to 0, then we obtain F (z) = z
2 and

G(z) = sub�(1 + z
2) = min

n
k +

z
2

k
: k = 1; 2; : : :

o
:

3.2.5 A remark on second-neighbour interactions

Consider functionals of the form

En(u) =
X
i

�n 
1

n

�
u(xi+1

n
)� u(xi

n
)

�n

�
+
X
i

2�n 
2

n

�
u(xi+2

n
)� u(xi

n
)

2�n

�
:(3.33)

If both sequences of functions ( in)n satisfy conditions of Corollary 3.5 and some

additional growth conditions from above, then it can be seen that the conclusions

of Theorem 3.3 hold with

F (z) = lim
n

�
 
1

n
(z) + 2 2

n
(z)
�
;

and

G(z) = lim
n
�n

�
 
1

n

�
z

�n

�
+ 4 2

n

�
z

2�n

��
:

This means that En can be decomposed as the sum of three `nearest-neighbour

type' functionals, with underlying lattices �nZ, 2�nZ and �n(2Z + 1), respec-

tively, whose �-convergence can be studied separately. We now show that a sim-

ilar conclusion does not hold if we remove the convexity/concavity hypothesis

on  i
n
.

Example 3.12 Let (�n) be a sequence of positive numbers converging to 0, and

let M > 2 be �xed. Let En be given by (3.33) with

 
k

n(z) =

(
z
2 if jzj � 1=

p
k�n

1

k�n
G
k

�
k�nz

�
if jzj > 1=

p
k�n

(k = 1; 2), where

G
1(z) =

�
M if jzj < 8

1 if jzj � 8
G

2(z) =

�
1 if jzj � 1

M if jzj > 1.

Neither Gi is subadditive and we have
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sub�G1(z) =

�
2 if jzj < 8

1 if jzj � 8
sub�G2(z) =

�
1 if jzj � 1

2 if jzj > 1.

We can view En as the sum of a �rst-neighbour interaction functional and two

second-neighbour interaction functionals, to whom we can apply separately The-

orem 3.3, obtaining the limit functionals

E
1(u) =

Z b

a

j _uj2 dt+
X
S(u)

sub�G1([u])

for the �rst, and

E
2(u) =

Z
b

a

j _uj2 dt+
X
S(u)

sub�G2([u])

for each of the second ones. We will show that the �-limit of En is strictly greater

than E1(u) + 2E2(u) at some u 2 SBV (a; b).
Let u be given simply by u = �(t0;b) with t0 2 (a; b). In this case E1(u) +

2E2(u) = 4. Suppose that there exist un 2 An(a; b) converging to u and such

that lim supnEn(un) � 4. In this case it can be easily seen that for n large

enough there must exist in such that

un(x
in)� un(x

in�1) > 4; un(x
in+1)� un(x

in) < �4;

but

jun(xin�1)� un(x
in�2)j < 1; jun(xin+2)� un(x

in+1)j < 1:

This implies that

un(x
in)� un(x

in�2) > 3; un(x
in+2)� un(x

in) < �3;

so that lim sup
n
En(un) � 2M , which gives a contradiction.

3.3 Long-range interactions

We conclude this chapter with a general statement whose proof can be obtained

by carefully using the arguments of Section 1.4.3 and of the previous sections in

this chapter. We use the notation of Chapter 1.

Let K 2 N be �xed. For all n 2 N and j 2 f1; : : : ;Kg let  j
n
: R !

(�1;+1] be given Borel functions bounded below. De�ne En : L1(0; L) !
[0;+1] as

En(u) =

8>><
>>:

KX
j=1

n�jX
i=0

�n 
j

n

�
u(xi+jn )� u(xin)

j�n

�
x 2 An(0; L)

+1 otherwise in L1(0; L).

(3.34)
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We will describe the asymptotic behaviour ofEn as n! +1 when the energy

densities are potentials of Lennard Jones type. More precisely, we will make the

following assumptions.

(H1) (growth conditions) There exists a convex function 	 : R ! [0;+1]

and p > 1 such that

lim
z!�1

	(z)

jzj = +1

and there exist constants c1
j
, c2

j
> 0 such that

c
1

j
(	(z) � 1) �  

j

n
(z) � c

2

j
maxf	(z); jzjg

for all z 2 R.

Remark 3.13 Hypothesis (H1) is designed to cover the case of Lennard Jones

potentials (and potential of the same shape. Another case included in hypotheses

(H1) is when all functions satisfy a uniform growth condition of order p > 1; i.e.,

(jzjp � 1) �  
j

n
(z) � c(jzjp + 1)

for all j and n.

Before stating our main result, we have to introduce the counterpart of the

energy densities Fn and Gn in the previous section for the case K > 1. The idea

is roughly speaking to consider clusters of N subsequent points (N large) and

de�ne an average discrete energy for each of those clusters, so that the energy

En may be approximately regarded as a 'nearest neighbour interaction energy'

acting between such clusters, to which the above description applies.

We �x a sequence (Nn) of natural numbers with the property

lim
n
Nn = +1; lim

n

Nn

n
= 0: (3.35)

We de�ne

 n(z) = min
n 1

Nn

KX
j=1

Nn�jX
i=0

 
j

n

�
u(i+ j) � u(i)

j

�
: u : f0; : : : ; Nng ! R;

u(x) = zx if x = 0; : : : ;K;Nn�K; : : : ; Nn

o
: (3.36)

By using the energies  n we will regard a system of Nn neighbouring points as

a single interaction between the two extremal ones, up to a little error which is

negligible as Nn ! +1. We can now state our convergence result, whose thesis

is exactly the same as that of Theorem 3.9 upon replacing �n by "n := Nn�n.
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Theorem 3.14 Let  jn satisfy (H1) and let (En) be given by (3.34). Let  n be
given by (3.36) and let "n = Nn�n. For all n 2 N let Tn 2 R be de�ned as in
(3.28), and let Fn; Gn : R! [0;+1] be de�ned by

Fn(z) =

(
 n(z) z � Tn

+1 z > Tn

(3.37)

Gn(z) =

8<
: "n n

�
z

"n

�
if z > "nTn

+1 otherwise.

(3.38)

Assume that there exist F;G : R! [0;+1] such that

�- lim
n
F
��

n
= F on R; (3.39)

�- lim
n

sub�Gn = G on R n f0g: (3.40)

Note that this assumption is always satis�ed, upon extracting a subsequence.
Then, (En)n �-converges to E with respect to the convergence in L1

loc
(0; L) and

the convergence in measure, where

E(u) =

8>>>>><
>>>>>:

Z L

0

F ( _u) dx+
X
S(u)

G([u]) + �Du
+

c
(0; L) if u 2 BVloc(0; L) Dcu

� = 0 ,

and [u] > 0 on S(u),

+1 otherwise in L1(0; L).

where F and G are de�ned by (for notational convenience we set G(0) = 0)

F (z) := inffF (z1) +G
0(z2) : z1 + z2 = zg;

G(z) := inffF1(z1) +G(z2) : z1 + z2 = zg;
and � := F

1

(1).



REFERENCES

1. R. Alicandro, M. Focardi and M.S. Gelli, Finite-di�erence approximation of

energies in fracture mechanics. Ann. Scuola Norm. Pisa, to appear.

2. M. Amar and A. Braides, �-convergence of nonconvex functionals de�ned

on measures, Nonlinear Anal. TMA 34 (1998), 953-978.

3. L. Ambrosio, Existence theory for a new class of variational problems,Arch.
Rational Mech. Anal. 111 (1990), 291-322.

4. L. Ambrosio and A. Braides, Energies in SBV and variationalmodels in frac-

ture mechanics. In Homogenization and Applications to Material Sciences,
(D. Cioranescu, A. Damlamian, P. Donato eds.), GAKUTO, Gakk�otosho,

Tokio, Japan, 1997, p. 1-22.

5. L. Ambrosio, N. Fusco and D. Pallara, Functions of Bounded Variation and
Free Discontinuity Problems, Oxford University Press, Oxford, 2000.

6. A. Blake and A. Zisserman, Visual Reconstruction, MIT Press, Cambridge,

Massachusetts, 1987.

7. A. Braides, Approximation of Free-Discontinuity Problems, Lecture Notes

in Mathematics 1694, Springer Verlag, Berlin, 1998.

8. A. Braides, �-convergence for Beginners, Oxford University Press, to ap-

pear.

9. A. Braides, G. Dal Maso and A. Garroni, Variational formulation of soft-

ening phenomena in fracture mechanics: the one-dimensional case, Arch.
Rational Mech. Anal. 146 (1999), 23-58.

10. A. Braides and A. Defranceschi, Homogenization of Multiple Integrals, Ox-

ford University Press, Oxford, 1998.

11. A. Braides and M.S. Gelli, Continuum limits of discrete systems without

convexity hypotheses. Math. Mech. Solids, to appear.

12. A. Braides and M.S. Gelli, Limits of discrete systems with long-range inter-

actions. Preprint SISSA, 1999.

13. A. Chambolle Un theoreme de �-convergence pour la segmentation des sig-

naux. C. R. Acad. Sci., Paris, Ser. I 314 (1992), 191-196.

14. G. Dal Maso, An Introduction to �-convergence, Birkh�auser, Boston, 1993.
15. E. De Giorgi and L. Ambrosio, Un nuovo funzionale del calcolo delle vari-

azioni, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. 82 (1988),

199-210.

16. Del Piero and Truskinovsky, A one-dimensional model for localized and

distributed failure, Journal de Physique IV France 8, 8 (1998), 95-102.

17. B. Houchmandzadeh, J. Lajzerowicz and E. Salje, Relaxation near surfaces

and interfaces for �rst-, second- and third-neighbour interactions: theory

and applications to polytypism, J. Phys.: Condens. Matter 4 (1992), 9779-

9794.



Long-range interactions 73

18. D. Mumford and J. Shah, Optimal approximation by piecewise smooth func-

tions and associated variational problems, Comm. Pure Appl. Math. 17
(1989), 577-685.

19. J. Pouget, Dynamics of patterns in ferroelastic-martensitic transformations,

Phys. Rev. B 43 (1991), 3575-3581.

20. L. Truskinovsky, Fracture as a phase transition, Contemporary research in
the mechanics and mathematics of materials (R.C. Batra and M.F. Beatty

eds.) CIMNE, Barcelona, 1996, 322-332.


